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ABSTRACT

The use of a client-side buffer in the delivery of compressed prerecorded video can be an effedive tool for
removing the burstiness required of the underlying server and network by smoocthing the bandwidth
requirements for continuous delivery. Given a fixed-size smoothing buffer, several bandwidth smoothing
algorithms have been introduced in the literature that are provably optimal under certain constraints,
typically requiring large buffer residency times to realize their optimal properties. The large buffer
residency times, however, make VCR functions harder to support. In this paper, we introduce the notion
of time constrained bandwidth smoothing. Spedfically, we introduce two new algorithms that, in addition
tothesizeof the dient side buffer, use atime wnstraint as a parameter in the bandwidth smoothing plan
creation, making the plans more amenable to supporting VCR interactivity. Our results show that the
buffer residency times can be reduced, while still allowing the bandwidth all ocation to be smoothed for

continuous video delivery.

1. Introduction

The use of video compresson algorithms such as MPEG
result in video streams that exhibit significant burstiness on
multiple time scdes. For stored video-on-demand (VOD)
systems, this bursty variable-bit-rate video can complicae
resource management for both the network and VOD server.
To aid in the resource management, bandwidth smoothing
techniques have been introduced to take alvantage of both
the a priori information that is avail able from stored video
streams as well as a dient-side buffer such as a disk or ran-
dom access memory (RAM). By prefetching data into the
client-side buffer before large bursts of frames occur, a di-
ent can smooth the resource requirements needed from the
server and network, alowing it to serve a greaer number of
clients simultaneoudly.

Given a fixed size dient, several bandwidth smoothing
algorithms have been introduced that are provably optimal
under certain conditions. In particular, a dass of river-chart-
ing bandwidth smoothing algorithm have been introduced
that, given afixed size dient-side buffer, result in plans that
have the minimum pe&k bandwidth reguirements for the mn-
tinuous delivery of the video. While minimizing the pe&k
bandwidth requirement, these river-charting agorithms
may also minimize

« the number of rate increases[8],

« the total number of rate dhanges[9],

« the variability of bandwidth requirements[25], or

« the buffer residency times [13].

The first threetechniques typically require large buffer resi-
dency timesto achieve their optimal properties. As an exam-
ple, using the minimum changes bandwidth smoothing

algorithm and a 10 megabyte smoothing buffer results in
buffer residency times on the order of half a minute (or
more). With larger client-side buffers, greaer reductions in
pe&k bandwidth requirements are possible but require even
larger buffer residency times.

For interadive VOD systems, the use of bandwidth
smoothing algorithms compli cate the abili ty to provide fully
interadive functions. As an example, consider a long scan
into aregion of very large frame sizes. Under the bandwidth
smoothing plans, these frames would have been prefetched
in advance to smooth the bandwidth regquirements. In order
to support this <an, the server must then 1) alocate aldi-
tional network and server resources to avoid buffer under-
flow, 2) make the user wait until some of the data can be
prefetched into the dient-side buffer, or 3) deaease the
quality of the video stream to fit within the available
resources. The first two approaches can be daded by the use
of acontingency channel, which reserves part of the network
resources for temporary adions such as VCR interadivity.
The anount of additional resources required, however, can
be minimized by minimizing the buffer residency times (or
buffer utilization). The minimum buffer residency algorithm
does this, however, it typicdly requires orders of magnitude
more bandwidth changes than the other techniques.

In this paper, we introducethe notion of time-constrained
bandwidth smoothing for the interadive delivery of prere-
corded compressed video. We propose two new agorithms,
a time-constrained bandwidth smoothing algorithm and a
rate/time constrained bandwidth smoothing algorithm. By
using atime wnstraint, t, as a parameter in the aedion of
the bandwidth plans, these dgorithms allow for the alvan-
tages of small buffer residency times as well as smoothing
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FIGURE 1: Video-On-Demand Ar chitecture - Thisfigure shows
a basic video-on-demand architecture consisting of video serv-
ers, a communication network, and client sites. Possble clients
include workstations and set-top boxes that contain hardware
tointeract with the network and a disk (or RAM) that can serve
asa prefetch buffer.

the number of bandwidth changes that are required for contin-
uous playbad. More spedficdly, the time-constrained band-
width smoothing algorithm takes two parameters, a maximum
prefetch time t and a maximum buffer size b. The dgorithm
then credes a plan for the cntinuous delivery of the video
that does not violate dther constraint and results in a plan
with the minimum pe& bandwidth requirement, given the
two constraints. The rate/time cnstrained bandwidth algo-
rithm takes an additional parameter, r, the maximum all ow-
able peak bandwidth requirement. Using r, t, and b, the rate/
time onstrained bandwidth smoothing algorithm allows the
time constraint to be relaxed only when the rate nstraint r
would have otherwise been violated. A comparison with ather
bandwidth smoothing algorithms using both a Motion-JPEG
encoded video and a MPEG encoded video are included. Our
results show that the time-constrained bandwidth smoothing
algorithms effedively balance the trade-off of small buffer
residency times and the number of rate changes required for
continuous playback.

In the next sedion, we describe some of the badground
and related work on bandwidth smoothing techniques that
have gpeaed in the literature and discuss their implicaions
on providing interadive video-on-demand services. In Sec
tions 3 and 4 we present the time-constrained bandwidth
smoothing algorithm and the rate/time cnstrained bandwidth
smoothing algorithms, respedively. To compare and contrast
the new agorithms, Sedion 5 provides an evaluation o the
two new techniques. Finally, we summarize our results and
provide diredions for future reseach.

2. Background

The basic video-on-demand architedure that we asume is
shown in Figure 1. Video servers typicdly store prerecorded
video on large, fast disks[1, 14, 17, 23] and may also include
tertiary storage, such as tapes or opticd jukeboxes, for hold-
ing less frequently requested data[6]. A network conneds the
video servers to the dient sites through ore or more commu-
nicaion links; the network can help ensure mntinuous deliv-
ery of the smoothed video data by including support for rate
or delay guarantees[2, 27], based on resource reservation
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FIGURE 2: Sample Transmisson Plan - This figure shows the
buffer underflow and buffer overflow curves for a sample video
stream. The plan consists of threeconstant-rate runs that serve
as a schedule for transmitting video frames from the server.

reguests from the video server. The dient sites, such as work-
stations or set-top boxes, include a buffer for storing
prefetched video frames; in addition, the client may interad
with the server to compute video transmisson plans, based on
the buffer size and frame lengths.

2.1 Creating Bandwidth Allocation Plans

A multimedia server can substantially reduce the rate
requirements for transmitting prerecorded video by prefetch-
ing frames into the dient playbad buffer. In order to mini-
mize these requirements, a bandwidth smoothing algorithm
must cegpitalize on the a priori knowledge of the video and
should compute aserver transmission schedule based on the
size of the prefetch buffer.

For a video that consists of n frames, where frame i
requires f; bytes of storage, the server must always transmit
quickly enough to avoid buffer underflow, where

k
I:under(k) = z fi
i=0
indicaes the anount of data mnsumed by the dient by frame
k, where k=0,1,...,n-1. In addition, a dient should receve no
more than

k
Fover(K) = b+ 31
i=0

by frame k to prevent buffer overflow of the playbad buffer
(of size b). Consequently, any valid server plan should stay
within the river defined by the verticdly equidistant functions
Funder @d Foyer- That is,
k
Funder(k) < z G < Fover(k)
i=0

where ¢; is the transmission rate during frame slot i of the
smoothed video streamn. A sample valid bandwidth all ocation
plan is sown in Figure 2. Given the functions F 4 and
Fover, the river-charting bandwidth smoothing plans chart a
path from the beginning o the movie to the end that stay
within the river.
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FIGURE 4: Rate Constrained Bandwidth Smoothing: This figure shows an example of the rate-constrained bandwidth smoothing algorithm
for the Motion-JPEG compressd movie Speed using a 5 megabyte buffer. The right figure shows the buffer residency times for the same

algorithm.

Based on this framework, several algorithms have been
developed to traverse down the river defined by Fnqe and
Fover- Most algorithms minimize the peek bandwidth require-
ment given the fixed client-side buffer[7, 8, 13, 25]. While
minimizing the pe&k bandwidth requirement, a smoothing
agorithm may aso minimize the number of rate increases
(CBA) [7, 8], minimize the total number of rate changes
(MCBA) [9], or minimize the variability of rate danges
(MVBA) [25] while providing for the ntinuous uninter-
rupted playbadk of video. To avoid a long discussion, these
three dgorithms sled runs of constant bandwidth all ocaion
that, given a starting point, extend as far into the video as pos-
sible. These runs crede tragjedories that touch both the Fger
and Fg, curves known as frontiers (seeFigure 2). The three
agorithms then selea different starting points along the fron-
tier for the next run. Depending on the chosen starting point,
the dgorithms will exhibit different properties. A more in-
depth discussion of the pre-1997 algorithms can be found in
reference [12]. Sample bandwidth allocaion dans for these
three dgorithms (along with their buffer residency require-
ments) can be found in Figure 3. One important trait that
these dgorithms exhibit is that with small amounts of buffer-
ing significant reductions in the burstiness of the video deliv-
ery are possible. Note that in Figure 3 the one second frame
averages represents smoothing aaoss 30 frames. Thus, the
adua frame sizes are more bursty than are shown in the fig-
ure.

As an dternative to the previous three dgorithms, a band-
width smoothing algorithm can strive to minimize the buffer
residency times. The rate-constrained bandwidth smoothing
(RCBYS), given a maximum rate-constraint r, minimizes both
the buffer size required and also reduces the buffer residency
timeg[13]. The RCBS agorithm examines al the frames
within the movie and prefetches any of the frames that would
have otherwise violated the rate mnstraint. As a result, the
RCBS agorithm only smooths the bandwidth requirements
when the rate constraint would have otherwise been violated.
Because of this property, the RCBS algorithm results in many
more changes in bandwidth requirements than the other river-
charting bandwidth smoacthing algorithms. A sample RCBS

plan similar to those shown in Figure 4 is shown in Figure 3.
As shown by the figure, it appeas as if a knife has been run
over the frames of the movie from the right to left at the rate
constraint, filli ng in valleys with frames that violate the rate
constraint. As shown in Figure4(b), the buffer residency
times are much smaller than in those found in Figure 4, par-
ticularly in regions where the rate anstraint is not violated
(ex. time 0-10 minutes).

2.2 Delivering Video in Video-on-Demand Systems

For supporting the playbad of stored video streams, it is
commonly agreed that several levels of interadivity must be
provided for in interadive video-on-demand systems[20]. For
our purposes, we exped thereto be & least three levels of ser-
vice Strict Playback, Quasi-Interadive Playbadk, and Inter-
adive Playback. To urderstand why, we will discuss the
necessary support for these threemethods

In the strict playback mode, the user is forced to watch the
video from the beginning to end without any change in the
consumption rate, allowing the network and server resources
to be more dficiently alocated. As aresult, the server is free
to schedule bandwidth as tightly as possible by using pe&ksin
bandwidth requirements of some plans to fill in valleys of
other bandwidth plans.

In the quasi-interactive playback mode, the user is all owed
to have limited VCR interadions. In this mode, a method
cdled the VCR window can be used to allow users limited
acces to their videog 10]. Thisis based upon the observation
that the common VCR functions rewind, examine, stop, and
pause can be handled by the dient-side buffer without requir-
ing additional bandwidth from the network and server to ser-
vice The VCR window can be gpended with additional VCR
buffering in order to provide alarger VCR window for the
user. Because the user can change its consumption rate, the
streans cannot be scheduled as tightly as with in the strict
playbad case. However, in a system where the users abide by
the VCR window the network and server resources can be
alocaed based on the ped bandwidth requirement without
worrying about the user issuing a bandwidth request above
and beyond what has been reserved.
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FIGURE 3: Bandwidth Smoothing Plans: This figure shows example bandwidth smoothing plans for the critical bandwidth allocation algo-
rithm, the minimum changes algorithm, and the minimum variability bandwidth smoothing algorithmsfor the Motion-JPEG compressed movie
Speed using a 5megabyte buffer. The right figures show the buffer residency timesthat these algorithms use to achieve their smoothing.

In the interactive playback mode, the user is alowed to
fredy play, browse, fast-forward, and rewind through the
video. Due to the non-deterministic playbad rates, efficient
alocdion d resources is more difficult. As an ill ustration,
consider the bandwidth smoothing plan in Figure 5. When a
random access is made from VCR functions such as a long
fast-forward, excess channel cgpadty may have to be dlo-
caed in order to resynchronizethe plan with the origina pesk
bandwidth requirement. In this example, the server nedals to
send datayesnc bytes to make up the data that the dient would
have had during nama playbadk. In addition, enough
resources neeal to be dlocaed to avoid buffer underflow. A
sample plan for resynchronizaion is giown by the dotted line
in Figure5. As another ill ustration, consider a scan into an
areathat has alarge number of large frame sizes. Under band-
width smoothing these frames would have been prefetched in
order to reduce the bandwidth requirement. However, a ran-

dom access to these frames will require that (1) excess chan-
nel cgpadty be dlocaed, (2) reducing the quality of video
until the plans are resynchronized, or (3) making the user wait
until the buffer is filled. Due to the undeterministic nature of
the interactions, providing guaranteed VCR interadivity can
be difficult while maintaining a high retwork utili zation. To
aid in VCR functionality, ideas such as contingency channels
can be useful[4], where excess channel capadty is allocaed
for temporary alocaion to VCR functionality. In addition,
using a bandwidth agorithm that minimizes both the rate-
constraint and buffer residency times can be useful by reduc-
ing the anount of data required on aresynchronization[13].

3. Time Constrained Bandwidth Smocthing

For the delivery of video in interadive VOD systems, we
would like to have the properties that the MCBA, MVBA, and
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FIGURE 5: Supporting VCR Functionality: This figure shows the result of a scan to a random “accesspoint”. With no overlap of data in
the buffer, the distance between the bandwidth smoothing plan and F 4 at the accesspoint must be made up in order to continue along
theoriginal bandwidth plan. The heavy dotted line shows a sample plan for resynchronizing to the original plan.

maxi mumtine constraint (in frames)

max_del =
buff_size = client buffer size in bytes;
for (i=0; i<N ;i ++)

Funder (1) = summation frames 0 to i

for (i=0; i<N; i++)

if (Funger[i]+buff_size < Fypger[i +max_del])

Fover[i] = Fynger[i]+buff_size;
el se
Fover[1] = Fynger[i +max_del];

run bandwi dt h snoot hi ng al gorithm using Fynger
and Fy,er to get bandw dth plan.

FIGURE 6: Time-constrained bandwidth smoothing pseudo-code. This figure shows the pseudo-code for the algorithm. Detail s of the imple-

mentation and optimizations have been omitted.

CBA smoothing algorithms offer (namely the relatively few
bandwidth changes), but we would also like to set a maxi-
mum buffer residency time in order to limit the resychroniza-
tion datarequired as in the RCBS a gorithm. While the RCBS
agorithm minimizes the buffer residency times, it resultsin a
plan that can exhibit significant burstiness. For interadive
video-on-demand systems, some delay may be accetable to
the user, alowing more of the burstinessto be removed. In
this sedion, we propose a time constrained bandwidth
smoothing algorithm that limits the buffer residency times to
auser defined limit of t frames (or seconds).

For the time-constrained bandwidth smoothing algorithm
(TCBA), we use the function F,4() asthe same function for
the dgorithms in Sedion 2. For the Fg () curve, however,
we use the foll owing function to determine eab point on the
Fover() curve:

Fover() = min{F 4o () + b, Fpge (i + 1)} <

(1<j<N)

where b is the buffer sizein bytes, t is the time @nstraint in
number of frames, and N is the number of framesin the video.
Note, we assume that:

I:under(k) = I:under(N)

where N is the number of frames in the movie. The pseudo-
code for the time-constrained bandwidth smoacthing algo-
rithm is shown in Figure 6.

To graphicdly understand this procedure, Figure 7 shows
the aedaion d atime-constrained bandwidth smoothing plan
using the F g4 and Fy e curves. To crede the bandwidth
plan, eat frame i is examined and the point Fy () is cacu-
lated for that point. The figures (a) and (b) show the buffer
requirement and time requirement cdculations, respedively.
The buffer residency constraint is verticdly equidistant from
Funder() while the time onstraint is horizontally equidistant
from Fynqer(). Asshown in Figure 7(c), the new Fg, () results
in aress determined by the time nstraint t as well as the
buffer constraint b. In perticular, in regions of very small
frame sizes, asin the left side of Figure 7(c), Fqyer() is deter-

(k>N)
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FIGURE 7: Time Constrained Bandwidth Smoothing Example. This figure shows how the function F () is calculated for the time-con-
strained bandwidth smoathing algorithm for a buffer of size b bytesand a maximum time constraint of t frames. Figure (a) showsthe airves
that are used in the traditional bandwidth smoothing algorithms. Figure (b) showsthe airvethat isrequired to maintain the time onstraint
t frames. Figure (c) show thefinal function Fg() that isused for the calculation of the bandwidth plan (heavy solid line). The adjustment of
Fover() guaranteesthat the prefetch buffer at framei does not prefetch too much to violate the time onstraint.
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FIGURE 8: Time Constrained Bandwidth Smoothing Example - The left figure shows the time-constrained version for the critical bandwidth
allocation algorithm for the movie Speed using a5 megabyte buffer and atime constraint of 10 seconds. Theright figure showsthe buffer res-
idency timesfor the same algorithm. Note how the buffer residency times were modified over thosein Figure 4.

mined by the time constraint t. In regions of large frames,
Fover() is determined by the buffer constraint b.

Once the aurve Fy,o() has been determined, any of the
river-traversing bandwidth techniques can be gplied to gen-
erate the bandwidth all ocation plan used for playbadk. As an
example, the minimum changes bandwidth smoothing algo-
rithm can be used to generate the bandwidth plan with the
new Fynger() and Fgye() curves. For a maximum time on-
straint t and a maximum buffer size b, the resulting dan then
has the small est peak bandwidth requirement and the small est
number of changes in bandwidth that mees both the time
constraint and buffer constraint. Similarly, the minimum vari-
ability bandwidth smoothing algorithm may be used to crede
aplan that has the minimum pe&k bandwidth requirement and
smallest variability of bandwidth requests for plans that mee
the time and buffer constraints. A sample time-constrained
bandwidth plan is sown in Figure7, for the minimum
increases bandwidth algorithm, a 5 megabyte smoothing
buffer, and a time constraint of 300 frames. Compared with
the bandwidth smoothing algorithm presented in the bad-
ground sedion, the time-constrained bandwidth smoothing
agorithm results in a small increase in the peek bandwidth
requirement from 13968 bytes/frame to 14186 bytes/frame.

The maximum buffer residency time, however, has been lim-
ited to 300 frames (10 seconds).

At this point, several interesting points are worth discuss
ing. Without the buffer time wnstraint t, it is gill possible to
enforce the buffer time wnstraint by adjusting the size of the
buffer b, resulting in a Fg,() curve & with the traditional
bandwidth smoothing techniques. However, this results in a
time constraint that is determined by a few regions within the
movie. Second, as shown by the buffer residency figures in
Figure 4, the largest buffer residency requirements can occur
a times where the bandwidth requirement is actualy at its
minimum (E.g. 0 to 10 minutes). As aresult, using the time-
constraint can minimize the prefetched data during non-peek
bandwidth requirement segments aswell. Third, thetime con-
straint t does not necessarily imply that the user will have to
wait t time unitsfor every VCR function. The time mnstraint,
rather, isaworst case delay when the network and server can-
not allocate any additional resources to the dient and where
the buffer residency times happen to be & the maximum time
constraint t. Finally, very large values of t will result in plans
that are determined completely by the buffer constraint b,
while very small values of t will result in a buffer that never
fill s completely due to the timing constraint.
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client buffer size in bytes;

Funder (1) = summation frames O to i

for (i=0; i<N; i++)

if (Fyngerli]+buff_size < Fypgerli +max_del])

Fover[1] = Funger[i]+buff_size;
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FIGURE 9: Pseudo-code for Rate/Time Constrained Bandwidth Smoothing Algorithm. Detail s of exact

implementation have been omitted for brevity.

4. Rate/Time Constrained Bandwidth Smoathing

Using the time-constrained bandwidth smoothing algo-
rithm results in plans for the delivery of data that adhere to
both a buffer constraint b and a time cnstraint t. For a given
buffer size b and the time-constraint t, an increase in the pe&k
bandwidth requirement may be required for continuous deliv-
ery over a plan determined by only the buffer size b. For
smaller buffer sizes, as in our examples, the increase in the
pe&k bandwidth requirement may not be that large. In ather
cases, however, alarger pe&k bandwidth requirement may be
required. As a result, the user may want the bandwidth
smoothing agorithm to bah minimize the pe& bandwidth
requirement as well as adhere to the time-constraint during
non-peak bandwidth segments. That is, the time-constraint is
relaxed only during the pesk bandwidth allocation segments.

Given a buffer size b, a time-constraint t, and a rate-con-
straint r, the rate/time constrained bandwidth smoothing
(RTCBA) algorithm first adheres to the rate-constraint r,
assuming that the rate-constraint is achievable with the given
size buffer b. It acamplishes this by first using the RCBS
algorithm to rate-constrain the frames in the movie. It then
applies the time-constrained algorithm to the resultant plan.
Two methods can be used to determine the rate-constraint r.
First, the r can be determined by running one of the river-
charting bandwidth smoothing algorithms from Section 2.1
using the buffer constraint b, resulting in the minimum pe&k
bandwidth requirement for continuous delivery. Semnd, the
rate constraint can be based on other fadors guch as the st
for pe&k bandwidth. To ched whether or not the rate cn-
straint is feasible with the buffer size b, the RCBS agorithm
can be run to verify it the rate is possible.

To creae the rate/time constrained bandwidth smoothing
algorithm, a bandwidth plan is creaed using the O(n) RCBS
algorithm that adheres to the rate-constraint r. The resulting
plan is then examined to find regions in which the time-con-

straint t is violated. Note, the time constraint can only be vio-
lated in regions that use the peak bandwidth requirement r. If
the time-constraint is violated, the sedion of the video is then
marked as untouchable. Finally, the time-constrained band-
width smoothing algorithm isrun onthe segments that are not
marked untouchable. The pseudo-code for the dgorithm is
shown in Figure9. A sample rate nstrained bandwidth
smoathing plan is shown in Figure 10. In this example, the
regions around 43 minutes and 90minutes are dlowed to vio-
late the time nstraint of 10 secondsin order to minimizethe
pe& bandwidth requirement for the 5 megabyte smoothing
buffer.

5. Evaluation

To evaluate the time-constrained bandwidth smoothing
algorithms, we seleded the Motion-JPEG encoded movie
Foeed and the MPEG encoded movie Star Wars. We selected
two different types of encodings to highlight the dfed that
the encoding has on the time-constrained algorithms. In per-
ticular, the Motion-JPEG compression standard has ead
frame compressed independently, resulting in a bit stream that
does not take alvantage of inter-frame redundancy. The
MPEG video clip has threeframe types that all ow for greaer
compression ratiosto be adieved. Theimportant point hereis
that the time-constraint is somewhat correlated to the bit-rate
of the compressed video strean, assuming a fixed size buffer.
For these video streams, the video Speed has an average bit
rate of 3 megabits per second while the video Star Wars has
an average bit rate of approximately 500 kil obits per second.

For the delivery of the compressed video stream, several
measures are important for the end-to-end resource guaran-
tees. Among these ae the peak bandwidth requirement, the
number of bandwidth changes required, the variability of the
bandwidth requests, and the average anount of data in the
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FIGURE 11: Peak Bandwidth Requirements - This figure shows the peak bandwidth requirements that are required for the various algo-

rithms and the cmmpressed video streams Speed and Star Wars.

buffer (its utilization). In the comparison o the various algo-
rithms, we have used the RCBS, MCBA, and MVBA ago-
rithms. The results for the CBA algorithm (minimum
increases algorithm) aways falls in between the MVBA and
the MCBA algorithm. Finaly, for the TCBA and RTCBA
algorithms, we have used the MCBA agorithm to crede the
acdual bandwidth alocaion plans once the time-constraint
process has been run. Recdl, the TCBA and RTCBA are
multi-step algorithms that first determine Fger and Foyer
based on the time @nstraint and then use any of the river-
charting bandwidth plansto creae the adual bandwidth all o-
cétion plan.

5.1 Peak Bandwidth Requirements

For VOD systemsthat allocate resources based on the pesk
bandwidth requirements, minimizing the peak bandwidth
requirement can increase the likelihood that the server and
network have sufficient resources to handle the stream. In
addition, alow pe&k rate may reducethe total cost of the data
transfer. In Figure 11, we have graphed the pe& bandwidth
requirements for the movies Speed and Star Wars for the vari-
ous bandwidth smoothing agorithms TCBA, RTCBA,
MCBA, MVBA, and RCBS. As shown in Figure 11 (@), the
MCBA, MVBA, RCBS, and RTCBA agorithmsresultsin the

same minimum pe&k bandwidth requirement given the fixed
client-side buffer size Given atime nstraint t and the dient
side buffer size, the TCBA algorithm, results in plans that are
buffer constrained for small buffer sizes and time constrained
for larger buffer sizes, as expeded. As an example, consider
the time nstraint t=300 frames. For the movie Speed and
buffer sizes less than 4 megabytes, the buffer size limits the
amount of data that can be prefetched, resulting in the same
peak bandwidth requirements as using just the buffer size
Note, for buffer sizes less than 4 megabytes, there may be
times when the time wnstraint is indeed violated, but it does
not occur during the run(s) which force the minimum pe&k
bandwidth requirement. For buffer sizes larger than 4 mega-
bytes, the dient-side buffer islarge enough that the time cn-
straint can be violated more often. Becaise the TCBA
algorithm enforces this time cnstraint for al frames within
the movie, the peak bandwidth curveisflat for al buffer sizes
greder than 4 megabytes. By increasing the time nstraint t,
the point at which the TCBA agorithm switches from the
buffer constraint to the time @nstraint also increase (although
not linealy) as sown by the figure.

For the movie Star Wars, the TCBA algorithm results in
buffer constraint to time nstraint cross-over points that are
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FIGURE 12 Number of Bandwidth Changes - This figure shows the number of bandwidth changes that the various algorithms require for

the compressd video streams Speed and Star Wars.

smaller than in the movie Speed (in terms of the buffer size).
The main reason for this is that with smaller frame sizes, a
given buffer size ca, on average, hold more frames. This
resultsin time cnstraintsthat are violated with small er buffer
sizes. Finaly, we see in Figure 11 (b) that the aymptotic
value for the 600 and 900 frame time cnstraints are much
closer to ead other than the 300 frame time wnstraint. Once
the short term burstiness has been removed (as in the MPEG
frame patterns), the time-constraint becomes more aiticd in
the determination of the peak bandwidth requirement.

5.2 Number of Bandwidth Changes

Minimizing the number of bandwidth changes that a
strean requires can reduce the overhea that is involved in
handling a video stream. For example, using a 5 megabyte
buffer and the minimum changes bandwidth all ocaion algo-
rithm for the delivery of the Motion-JPEG compressed video
Speed results in a plan for the delivery of the video that has
only 12 changes in bandwidth over the 2 haur duration of the
movie. As a result, the network and server resources can be
alocaed approximately every 10 minutes before achange in
bandwidth is required. Figure 12 shows the required band-
width changes for the various bandwidth smoothing algo-
rithms.

As shown in Figure 12 (a) and (d), we seethe main draw-
bad of the rate-constrained bandwidth smoothing (RCBS)
algorithm. For the movie Speed, the RCBS algorithm requires
more than 3 orders of magnitude more bandwidth changes
than the other river-charting bandwidth plans. For the movie
Sar Wars, the RCBS agorithm requires nealy 4 orders of
magnitude more bandwidth changes. In general, the RCBS

agorithm requires a bandwidth change per frame for approxi-
mately 75% of the frames within the movie for small buffer
sizes. In comparing the RCBS algorithm for the two movies,
we seethat the movie Star Wars has alower asymptotic value
than the movie Speed. The main reason for this is that much
of the burstiness (due to the frame patterns in MPEG) are
removed with small buffers. In addition, because Star Wars is
smaller on average, the large buffer sizes can smoaoth much
more of the data.

The number of changes required by the TCBA agorithm
(using the minimum changes bandwidth al ocaion agorithm
to creae the bandwidth plan) are shown in Figure 12 (b) and
(e). In Figure 12 (b), we seethat the TCBA agorithm results
in a graph that is similar to its pe&k bandwidth requirement
graph. That is, for smaler buffer sizes, the graph is deter-
mined primarily by the buffer constraint, while for larger
buffer sizes, the graph is determined primarily by the time
constraint. Figure (b) also shows the main advantage of using
the TCBA algorithm over the RCBS a gorithm; it resultsin a
total number of bandwidth changes that is at least the same
order of magnitude asthe MCBA agorithm (although slightly
higher).

The number of changes required by the RTCBA agorithm
(using the minimum changes bandwidth al ocaion agorithm
to crede the bandwidth pan) are shown in Figure 12 (¢) and
(f). Here, we seethat the RTCBA algorithm has fewer band-
width changes than the TCBA agorithm, mainly due to the
time-constraint being relaxed to med the minimum pegk
bandwidth requirements. Figure 12 (f) shows that the RTCBA
agorithm reduces the number of bandwidth changes at a
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FIGURE 13: Bandwidth Variation - This figure shows the variation in bandwidth that each of the various algorithms require for the com-

pressed video streams Speed and Star Wars.

quicker rate for the movie Sar Wars than for the movie Speed
(E.g. time anstraint 900 in figure (f) ). Thisis again due to
the smaller frame sizes in the Star Wars video, resulting in
larger regions that are & the minimum pe& bandwidth
reguirement than in the movie Speed for a given buffer size

5.3 Bandwidth Variation

In Figure 13, we have graphed the bandwidth variability
exhibited by the various smoaothing algorithms for the movies
Speed and Star Wars. The bandwidth variability is the stan-
dard deviation of the rate requests on a per frame basis. As
shown in Figure 13, we seethat another advantage of using
the time-constrained bandwidth smoothing agorithms over
the RCBS agorithm is that the time-constrained algorithms
result in similar bandwidth variability as the minimum vari-
ability bandwidth algorithm (MVBA). For the TCBA ago-
rithms, the asymptotic values are horizontal as in the other
performance metrics. Again, this is due to the fad that once
the time-constraint is reated, adding more buffer does not
change the bandwidth plan, resulting in the same variability
measurements.

5.4 Buffer Utilization

The RCBS algorithm was introduced to minimize the
buffer residency regquirements for the delivery of stored video.
As aresult, it is not particularly well suited for reducing the
total number of rate changes or reducing the variability of
bandwidth requirement of the network. In Figure 14, we have
graphed the buffer utilizations for the various bandwidth

smoothing algorithms. Here we see that the bandwidth
smoothing algorithms that minimized the variability or mini-
mized the number of bandwidth changes have the largest
buffer utilization measurements. In addition, we seethat the
RCBS agorithm has the smallest buffer utili zation measure-
ments, as expeded. The TCBA algorithm has buffer utili za-
tions that approach O for large buffer sizes, however, this is
due to the fad that it has much higher peg bandwidth
requirements in these aess, and hence, prefetches much less
data. By using the RTCBA algorithm (and hence the same
minimum pe&k bandwidth requirement), we seethat the time-
constrained bandwidth smoothing algorithms are in between
the RCBS algorithm and the MCBA and MVBA algorithms.
In particular, consider the graph shown in Figure 14 (d), we
seethat for buffer sizes in the range of 4-10 megabytes that
the buffer utilizations of the RTCBA agorithms approach that
of the RCBS algorithm, while still achieving similar number
of bandwidth changes of the MCBA bandwidth smoothing
algorithm. In general, as the time cnstraint is deaeased for
the RTCBA algorithm, the bandwidth plan used will continue
to approach the RCBS algorithm. Using large time constraints
for the RTCBA agorithm, the bandwidth plan used will
approach the minimum changes or minimum variability algo-
rithms.
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FIGURE 14: Buffer Utilization - This figure shows the buffer utilization for the various algorithms for the compressed video streams Speed

and Star Wars.

6. Conclusion

In this paper, we have introduced the notion d time-con-
strained bandwidth smoothing. The time-constrained band-
width smoothing algorithm allows the user to spedfy a
maximum time cnstraint t, for which a frame can sit within
the dient-side buffer during continuous playbadk. By adjust-
ing the cdculation of the bandwidth plans, any of the well-
known bandwidth smoothing techniques can be used to create
plans that adhere to time and buffer requirement. For smaller
values of t, the pe&k bandwidth requirement is typicaly
defined by a single region within the video. To allow for more
flexibility, we have dso introduced a rate/time constrained
bandwidth smoothing algorithm that, given a fixed size dient
buffer, determines a plan that has the minimal pe& band-
width requirement and that adheres to the time @nstraint t.
This algorithm then results in areas that may violate the time
constraint which are dlocated at the maximum rate cnstraint
r. By using the time constraint t, a bandwidth plan can be ae-
ated that takes advantage of the properties that the RCBS,
MCBA, MVBA, and CBA agorithms have to dffer, namely,
reducing the number of rate dhanges whil e kegoing the buffer
residency times small (as in the RCBS algorithm). As our
results have shown, the time cnstrained bandwidth smooth-
ing agorithms effedively balance the trade-off between
smoothing (reducing the number of bandwidth changes) and
buffer utili zation (reducing the buffer residency times) for
interadive playbad of stored video.
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