
Enabling Agents to Work TOgaher 
here are two quite different 
“software agents” paradigms today: 

l Paradigm 1: Competence 
emerges from a large number of 
relatively simple agents integrated 
by some cleverly engineered 
architecture. The choice of archi- 
tecture is the make-or-break 
theoretical part of this; the 
detailed characteristics of the 
implementation of the architec- 
ture (and the algorithms that 
crawl around it) are the make-or- 
break pragmatic parts. The arche- 
type of this paradigm is SOAR [61; 
its forerunners were the early 
“pure production systems.” 

l Paradigm 2: Competence emerges 
from the aggregate system possessing 
a large amount of useful knowledge; 
for most real-world tasks, this in- 
cludes a dauntingly large fraction of 
what might be termed “general com- 
mon sense.” In this paradigm, the 
architecture is relatively unimpor- 
tant, and building the system as a set 
of “agents” is little more than a form 
of scaffolding, reducing the cognitive 
load on the human builders. The ar- 
chetype of this paradigm is Cyc; its 
forerunners were the early expert 
systetlls. 

For 20 years, we have witnessed 
tens of thousands of successes in 
which knowledge-based systems and 
other useful intelligent software 
agents have been constructed and 
deployed. But amidst all this suc- 
cess, there is constant failure as well: 
these systems cannot share their 
knowledge, hence cannot pool their 
expertise and cannot work together 
synergistically. 

What is required for agents to do 
this? They need to share “enough” of 
the foundational knowledge in terms 
of which their specialized know- 
ledge-or even more commonly the 
results of applying that specialized 
knowledge-can be communicated. 
This is, for example, what happens 
when you have to see a doctor or a 
lawyer, when you deal with a taxi 

driver or a salcspcrson or a reserve- 
tions clerk. It happens constantly in 
every classroom with a competent 
teacher. 

This notion, sharing “enough” of 
the meaning, in turn leads to three 
new questions: What is this founda- 
tional knowledge? How exactly do 
intelligent agents share it? How much 
is “enough”? 

We began seriously examining 
these questions--and seriously test- 
ing the “second paradigm of software 
agents”-a decade ago, when (in 
September 1984) we began the Cyc 
project. Namely, we were testing the 
hypothesis that the primary impedi- 
ment to achieving interesting agent 
behavior was lack of knowledge. To 
wit, that we wouldn’t have to work 
nearly so hard to come up with clever 
algorithms and data structures and 
architectures, ifwe had a large corpus 
of knowledge to fall back on. Halfway 
through the project, we wrote a Com- 
municallons article [5] about our prog- 
ress. Today, more than four years 
later, we report how things have been 
progressing since then. 

First, let’s see how we would cur- 
rently answer thr three question5 
mentioned previously: 

I. What is this foundational Imowl- 
edge? It is the knowledge that, for 
example, a high school teacher as- 
sumes students already have, before 
they walk into class for the first time. 
This includes such things as common 
sense notions oftime, space, causality, 
and events; human capabilities, limi- 
tations, goals, decision-making strate- 
gies, and emotions; enough familiar- 
ity with art, literature, history, and 
current affairs that the teacher can 
freely employ common metaphors 
and allusions; and so forth. Notice 
that the instructor assumes that two 
things are shared between student 
and teacher: (1) most of the vocabu- 
lary, and (2) most of the knowledge 
involving those terms. Our project- 
Cyc-has been codifying just such 
knowledge for almost a decade now. 
































