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ABSTRACT

Experimental and Analytical Evaluation of Multi-User

Beamforming in Wireless LANs

by

Ehsan Aryafar

Adaptive beamforming is a powerful approach to receive or transmit signals of

interest in a spatially selective way in the presence of interference and noise. Recently,

there has been renewed interest in adaptive beamforming driven by applications in

wireless communications, where multiple-input multiple-output (MIMO) techniques

have emerged as one of the key technologies to accommodate the high number of

users as well as the increasing demand for new high data rate services.

Beamforming techniques promise to increase the spectral efficiency of next gener-

ation wireless systems and are currently being incorporated in future industry stan-

dards. Although a significant amount of research has focused on theoretical capacity

analysis, little is known about the performance of such systems in practice. In thesis,

I experimentally and analytically evaluate the performance of adaptive beamforming

techniques on the downlink channel of a wireless LAN.

To this end, I present the design and implementation of the first multi-user beam-

forming system and experimental framework for wireless LANs. Next, I evaluate the
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benefits of such system in two applications.

First, I investigate the potential of beamforming to increase the unicast through-

put through spatial multiplexing. Using extensive measurements in an indoor envi-

ronment, I evaluate the impact of user separation distance, user selection, and user

population size on the multiplexing gains of multi-user beamforming. I also evalu-

ate the impact of outdated channel information due to mobility and environmental

variation on the multiplexing gains of multi-user beamforming. Further, I investigate

the potential of beamfoming to eliminate interference at unwanted locations and thus

increase spatial reuse.

Second, I investigate the potential of adaptive beamforming for efficient wireless

multicasting. I address the joint problem of adaptive beamformer design at the PHY

layer and client scheduling at the MAC layer by proposing efficient algorithms that

are amenable to practical implementation. Next, I present the implementation of the

beamforming based multicast system on the WARP platform and compare its perfor-

mance against that of omni-directional and switched beamforming based multicast.

Finally, I evaluate the performance of multicast bameforming under client mobility

and infrequent channel feedback, and propose solutions that increase its robustness

to channel dynamics.
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Multiple-Input Multiple-Output (MIMO) communication systems have received

significant attention over the past several years and are already implemented by nu-

merous companies on commercial products. For example, over the past years, Ar-

rayComm [1], Quantenna [2], and Xirrus [3] have developed multi-antenna access

points with as many as 48 antennas on a single access point. Such multi-antenna

access points potentially allow higher throughput, increased diversity, and reduced

interference as they communicate with multiple wireless users.

Recently, there has been a growing interest in how to fully realize the benefits

of MIMO in a multi-user scenario. In a Multi-User MMO (MU-MIMO) system, the

base station is equipped with several antennas and communicates simultaneously

with multiple clients each with one or more antenna. The downlink channel of such

a system has received significant attention; MU-MIMO techniques are already being

adopted by the next generation of wireless standards such as 802.11 ac [4], LTE [5],

and WiMAX [6] and are planned to be included in future access points [2]. In this

thesis, I focus on the downlink channel of a MU-MIMO system and investigate how

MU-MIMO techniques can benefit the unicast and multicast applications in a wireless

LAN.

Unicast transmit beamforming is a relatively young and dynamically developing

research field. In classical beamforming, a single unicast vector of interest is matched

to a beamforming vector and its goal is to ensure that the inner product of the

beamforming weight vector and the unicast vector of interest is large, while the inner
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product of the beamforming weight vector and all other vectors is small (to mini-

miza interference). This paradigm applies to both transmit and receive beamofming

corresponding to one user.

An alternative but relative case is that of multi-user beamforming, which arises

in the downlink channel of a cellular or wireless LAN network. In this case, multiple

users can be served simultaneously by multiplying each individual data stream by

its appropriate beamforming weight vector, adding the resulting streams, and then

transmitting the sum streams in parallel over the base station’s antenna array. The

beamforming weight vector designed for a given user is such that it has a large in-

ner product with the steering vector of its user, and small inner product with the

steering vector of all the other users (such that inner-user interference is minimized

or eliminated).

Now, what if the transmitter intends to transmit a common information to many

users? The traditional way of doing this is blind, in the sense that little or no

information is available regarding the spatial distribution of users that are listening

to the transmitter. This is for example true in traditional radio and TV broadcasting

where the signal is emitted isotropically. Another example is today’s wireless LAN

deployments in which all multicast packets are transmitted in an omni-directional

way. In future wireless LAN deployments, some level of feedback is available at the

transmitter from different clients in the form of channel state information.

This can be utilized to boost network coverage, quality of service, and spectral
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efficiency as well as to minimize interference to other systems. This is the origin of

a recent line of work on multicast beamforming. As a result, multicast beamforming

is now part of the current universal mobile telecommunications system long-term

evloution service (UMTS-LTE) draft for next generation cellular wireless services.

Similar ideas are also making their way for future wireless LAN standards such as

802.11ac [4].

1.1 Summary of Thesis Contributions

Multi-User beamforming allows for a multi-antenna enabled access point to transmit

different co-channel unicast transmissions, each meant to reach the receiver of one

user. Although a significant amount of research has focused on theoretical capac-

ity analysis, little is known about the performance of such systems in practice. In

this thesis, I present the design and implementation of the first multi-user beam-

forming system and experimental framework for wireless LANs. Using extensive

measurements in an indoor environment, I evaluate the impact of receiver separation

distance, outdated channel information due to mobility and environmental variation,

and the potential for increasing spatial reuse. For the measured indoor environment,

my results reveal that two receivers achieve close to maximum performance with a

minimum separation distance of a half of a wavelength. I also show that the required

channel information update rate is dependent on environmental variation and user

mobility as well as a per-link SNR requirement. Assuming that a link can tolerate an
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SNR decrease of 3 dB, the required channel update rate is equal to 100 and 10 ms

for non-mobile receivers and mobile receivers with a pedestrian speed of 3 mph re-

spectively. My results also show that spatial reuse can be increased by efficiently

eliminating interference at any desired location; however, this may come at the ex-

pense of a significant drop in the quality of the served users.

Beamforming techniques can also help increase the throughput when an access

point wishes to transmit a common information to a group of users (multicasting).

In such a scenario, adaptive beamforming techniques can help significantly reduce

the length of multicast transmission and hence increase multicasting throughput.

However, all prior work has considered only the beamformer design problem without

considering the medium access layer into account. Further, no prior work has been

implemented to show the performance of such algorithms with real channel conditions.

Towards addressing these issues, I present the design and implementation of

ADAM, the first adaptive beamforming based multicast system and experimental

framework for wireless LANs. ADAM addresses the joint problem of adaptive beam-

former design at the PHY layer and client scheduling at the MAC layer by proposing

efficient greedy algorithms that are amenable to practical implementation.

ADAM is implemented on an FPGA platform and its performance is compared

against that of omni-directional and switched beamforming based multicast. Us-

ing extensive measurements in an indoor environment, ADAM’s performance is also

evaluated under several practical considerations including discrete transmission rates,
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infrequent channel information feedback, and client mobility.

My experimental results reveal that (i) switched multicast beamforming has fun-

damental limitations in indoor multi-path environments, whose deficiencies can be

effectively overcome by ADAM to yield gains as high as 280%; (ii) the higher the

dynamic range of the discrete transmission rates employed by the MAC hardware,

the higher are the gains in ADAM’s performance, yielding upto nine folds improve-

ment over omni with the 802.11 rate table; and (iii) finally, ADAM’s performance is

susceptible to channel variations resulting from user mobility and infrequent chan-

nel information feedback. However, I show that training ADAM’s SNR-rate relation

to incorporate channel feedback rate and coherence time increases its robustness to

channel dynamics.

1.2 Thesis Overview

The thesis proceeds as follows. In Chapter 2, I present the system model and the

WARPLab research framework. In Chapter 3, I present the detailed evaluation of

multi-user beamforming in controlled indoor environments as well as with emulated

and repeatable channel conditions. In Chapter 4, I propose beamforming and user

scheduling algorithms for multicasting along with extensive indoor measurements. In

Chapter 5, related work is discussed on both topics. Finally, in Chapter 6, I conclude

by discussing the implications and future directions that result from the thesis.
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Chapter 2

Background
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In this chapter, I present the system model and describe the hardware platform

that is used in my experiments.

2.1 System Model

I consider a multi-user, multi-antenna downlink channel in which a base station is

equipped with N transmit antennas and transmits toK user terminals, each equipped

with a single antenna. This scenario is typical in current WLAN systems and stan-

dards where base stations can afford to utilize sophisticated multi-antenna technolo-

gies while the clients, driven by cost and simplicity, use single-antenna technologies.

An example of such a network is shown in Fig. 2.1.

Figure 2.1 : System model.
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I consider a narrowband system model, where the received baseband signal yk of

the k-th user is given by:

yk = hkx+ zk, k = 1, ..., K (2.1)

where x is the transmitted symbol from the base station antennas, hk = [h1k, h2k, ..., hNk]
T

is the channel gain matrix of the kth user, and zk represents the circularly symmetric

additive white Gaussian noise at the receiver with zero mean and variance σ2. In

this model, the base station transmitter is subject to a total power constraint P , i.e.,

x∗x ≤ P , ∗. The total transmit power does not depend on the number of transmit

antennas and remains the same for all schemes studied in this thesis.

2.2 WARPLab Research Framework

I performed experiments using WARPLab [7], a framework that enables rapid im-

plementation of physical layer algorithms in MATLAB and real-time, over-the-air

(OTA) transmission of data using WARP boards. WARPLab provides a software

interface on MATLAB workspace to facilitate interaction with the WARP nodes. In

this framework up to 16 nodes and a host PC running MATLAB are connected to

an Ethernet switch. The host PC constructs the baseband waveforms (samples) in

MATLAB and stores them in the buffers of the transmitting WARP boards through

the Ethernet links.

∗x∗ is the conjugate transpose of the transmitted symbol x.
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When used with WARPLab, WARP nodes are essentially large data buffers con-

nected to wireless radio daughter cards that perform RF up/down conversion and

amplification. The host PC creates baseband waveforms using a user-defined MAT-

LAB script that implements a physical layer algorithm. This baseband waveform

is downloaded to the transmitting node’s buffer via Ethernet and then sent OTA

through the radio board. The receiving node streams this data into its own buffer

after which the node uploads the received data back to the host PC for further base-

band processing. To synchronize the transmission and reception of data, the host PC

uses a trigger pulse sent to the connected WARP nodes.

The current reference design of the WARPLab framework supports a channel

bandwidth of 625 KHz. This channel bandwidth is smaller than the channel used in

standards such as 802.11a/b/g where a channel width of 20 MHz is used. However, we

note that similar experimental results would be obtained with a higher channel width

provided that either flat fading channel conditions exist or more accurate channel in-

formation is available. For example in an OFDM modulation system (e.g., 802.11a/g)

in which the channel is divided into many subcarriers, per subcarrier channel infor-

mation could be used to provide accurate channel information.

The main component of the WARP board is a Xilinx Virtex-II Pro FPGA. Each

WARP node also has four daughter card slots which allow the FPGA to connect to

up to four radio boards.

I used four radio boards at the base station transmitter to build a multi-antenna



11

!"#$%&'()*+,)-./0%

10/.23*,

!"#$

%&'()*+&,'-

!"#$%

&'()

"*+)**,%

"--,.

!"#$"%&#'(

!"#$%&$"

!"#$%&'

Figure 2.2 : Transmitter platform.

system. Four 3 dBi antennas are mounted in a circular array structure with a one-

wavelength distance between adjacent antennas (12.5 cm at 2.4 GHz). Fig. 2.2 depicts

the antenna array at the transmitter connected to a WARP board. Each receiver only

uses one radio board.



12

Chapter 3

Multi-User Beamforming
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3.1 Introduction

Multiple-Input Multiple-Output (MIMO) offers the potential to achieve high through-

put in point-to-point wireless links. It is already included in several wireless standards

such as IEEE 802.11n [8] and is implemented in commercially available devices.

Recently, there has been a growing interest in how to fully realize the benefits

of MIMO in a multi-user scenario. In a Multi-User MIMO (MU-MIMO) system,

the base station is equipped with several antennas and communicates simultaneously

with several users each with one or more antennas. The downlink channel of such a

system has received a great deal of attention; MU-MIMO techniques are already being

adopted by the next generation of wireless standards such as LTE [5] and WiMAX

[6].

In traditional single user systems, one user is served at a time with a mechanism

such as time division multiple access (TDMA). However, the throughput of such a

system would be limited by the minimum number of antennas at the base station and

receiver. Typically, a base station could accommodate a large number of antennas,

whereas a user device would have a small number of antennas. As a result, in such a

system, the benefits of MIMO would be constrained by the number of user antennas.

Information theory results for downlink MIMO systems show that it is optimal

to serve multiple users simultaneously [9], and several theoretical multi-user schemes

have been proposed [10, 11, 12] for such systems. The optimal solution involves

a theoretical pre-interference cancellation technique known as Dirty Paper Coding
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(DPC) [13, 11]; however, DPC is difficult to implement due to its high computational

complexity.

Multi-user beamforming (MUBF) [12] is a sub-optimal yet simple method of serv-

ing multiple users. In MUBF, multiple users can be served simultaneously by mul-

tiplying each individual data stream by its appropriate beamforming weight vector,

adding the resulting streams, and then transmitting the summed streams in parallel

over the base station’s antenna array. Careful selection of these beamforming weights

can reduce or eliminate inter-user interference.

The performance of the aforementioned algorithms has been usually evaluated

under the idealized case of uncorrelated, Gaussian channels. The primary goal of

this chapter is to evaluate the performance of such downlink schemes in real-world

deployments. To accomplish this, I design and implement a custom, FPGA-based,

hardware framework that enables the evaluation of MUBF algorithms under real chan-

nel conditions. Specifically, I investigate a MUBF algorithm known as Zero Forcing

Beamforming (ZFBF) [12]. I measure the performance of ZFBF as a function of

receiver separation distance, concurrent user selection, and user population size. I

also perform channel emulator experiments with controlled and repeatable channels

to address the impact of outdated channel information due to mobility and environ-

mental variation. I further investigate the potential of ZFBF to reduce interference

at unwanted locations and increase spatial reuse. In all of my experiments I also

perform TDMA-based single-user beamforming (SUBF) as the baseline.
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My measurement study has the following main contributions: First, I design and

implement a custom framework that allows for evaluation of different MUBF al-

gorithms. To the best of my knowledge, this is the first platform that allows for

multi-antenna based simultaneous transmission of different data streams to different

users while providing a framework for implementation of different MUBF strategies.

Second, I evaluate the multiplexing gain of ZFBF as a function of receiver separa-

tion distance, concurrent user selection, and user population size. Through extensive

over-the-air (OTA) measurements, I find that when the number of selected users is

smaller than the number of transmitting antennas, the multiplexing gains of ZFBF

are not affected by the receiver separation distance. In fact, I show that this allows

for the simultaneous transmission of different data streams to users that are down to

a half of a wavelength from one another.

Third, with controlled experiments performed with a channel emulator, I investi-

gate the impact of outdated channel information due to environmental variation and

user mobility on the performance of ZFBF. I find that the necessary channel update

rate is dependent on the environmental variation and user mobility as well as the link

quality. Assuming that a link can tolerate SNR losses of up to 3 dB compared to an

omni transmission, a maximum channel update rate of 100 ms is required to guaran-

tee acceptable performance in a typical, indoor, non-mobile environment. However,

I find that a channel update rate of 10 ms is required for a mobile receiver with an

average pedestrian speed of 3 mph.
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Fourth, I investigate the potential benefits of ZFBF in reducing interference and

thus increasing spatial reuse. My experimental results reveal that a user can obtain

an interference-free channel by sending its channel information to a ZFBF-enabled

transmitter. I show that the capability of ZFBF to eliminate interference is not

affected by the location of an unintended receiver or the number of such unintended

receivers; however, as the number of the unintended receivers increases, the link

quality of the currently served receivers can drop significantly.

The rest of this chapter is organized as follows: Section 3.2 provides a background

of MUBF. Section 3.3 describes the design and implementation of the schemes studied

in this paper. Section 3.4 describes the multiplexing gains of ZFBF. Section 3.5

investigates the impact of outdated channel information. Section 3.6 investigates the

potential of ZFBF to increase spatial reuse. Section 3.7 investigates the impact of

overhead on the aggregate throughput. Finally, I conclude this chapter in Section 3.8.

3.2 Preliminaries

In this section, I present background on the techniques I implemented using the

WARPLab research framework.

3.2.1 Single-User Scheme

In a Single-User scheme, the base station transmits to only one user at a time in

a TDMA fashion. I consider two such schemes: (i) In Omni transmission mode, no
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channel estimate feedback is available at the base station. Thus, the base station uses

a fixed single antenna for all of its transmissions. (ii) In Single-User Beamforming

(SUBF) mode, channel estimates are available at the base station through feedback.

When the channel estimates are available at the base station, the signals fed to each

of its antenna elements are weighted with suitable amplitude and phase components

(beamforming weights) to increase SNR at the receivers.

In this scheme, the transmitted signal x is given by x = ws, where w is the

beamforming vector and s is the intended symbol. The beamforming vector w is

selected such that the transmit power of symbol s is not increased, i.e. ‖w‖2 = 1.

When serving only one user, the beamforming vector can be selected to maximize the

SNR at the receiver. In this case, the SNR-maximizing weight vector equals h∗

‖h‖
.

In both Omni and SUBF schemes, the aggregate throughput can be maximized

by only serving the user with the largest single-user capacity, where the capacity of

user k is given by:

Ck = log2(1 + SNRk) (3.1)

Although aggregate throughput maximization is attractive, in practice, wireless providers

must serve all their users. Thus, providing fairness among users is an important issue

that can not be ignored by the service provider. Therefore, I consider a round robin

scheduling scheme in which all of the users are provided with an equal amount of

serving time. Thus, the sum rate of each Single-User scheme is equal to Σk=K
k=1

Ck

K
.
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3.2.2 Multi-User Beamforming

An alternative approach to Single-User schemes is to serve multiple users simultane-

ously. Let sk, wk ∈ C, and Pk ∈ R, be the data symbol, weight vector, and transmit

power scaling factor for user k, respectively. In a Multi-User scheme with linear

weights, the transmitted signal x equals
∑K

k=1

√
Pkhkwk. Thus, from Eq. (2.1) the

resulting received signal vector for user k is:

yk = (
√

Pkhkwk)sk +
∑

j 6=k

√

Pjhjwjsj + zk (3.2)

In Eq. (3.2), the first term represents the desired signal, the second term represents

the multi-user interference and the third term is the noise. The receiver detects the

tranmsmitted symbol sk by simply treating the interference terms as an additive

Gaussian noise.

Finding the optimal wks and Pks that maximize the aggregate capacity is a diffi-

cult, non-convex optimization problem [10].

In this thesis I implement a simpler strategy known as Zero-Forcing BeamForming

(ZFBF) [12]. In ZFBF, weight vectors are selected with the goal of zero inter-user

interference (i.e., hkwj = 0 for j 6= k), and thus the second term in Eq. (3.2) is

equal to zero. With ZFBF, the maximum number of receivers that can be served

simultaneously is equal to the number of transmitting antennas, N . Thus, the ZFBF

scheme has N degrees of freedom (DoF).

Let M ⊂ {1, ..., K}, |M | ≤ N be the subset of users that the base station intends

to serve concurrently, and H(M) and W(M) be the corresponding submatrices of
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H = [hT
1 ,h

T
2 ...h

T
K]

T and W = [w1...wK], respectively. In [14], Wiesel et al. show

that the optimal choice of WM that gives zero-interference is the pseudo-inverse of

H(M).

W(M) = H(M)† = H(M)∗(H(M)H(M)∗)−1 (3.3)

Thus, the only remaining parameters that need to be specified are the power coeffi-

cients, Pk. These coefficients can be selected such that the aggregate throughput is

maximized or different fairness objectives are achieved.

In this thesis, I investigate two power allocation approaches with ZFBF. First, I

consider the maximum throughput approach (ZFBF-MT), where the power allocation

problem becomes:

maxp≥0 Σklog(1 +
Pk

σ2 )

s.t. ΣkPk[(HH∗)−1]k,k ≤ P (3.4)

This problem can be easily solved by using the well-known water filling solution [12].

Second, I consider a scheme that I call ZFBF-EP where the base station transmitter

allocates equal power to its users. I use ZFBF-EP for a fair comparison with the

round robin-based, Single-User schemes.

3.3 Experimental Setup

In this section, I describe the design and implementation of the multi-user beamform-

ing testbed along with the conditions under which the measurements in this study
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Parameter Value

Carrier Frequency 2.4 GHz

Number of subcarriers 1

Bandwidth 625 KHz

ADC/DAC sampling frequency 40 MHz

Symbol time 3.2 µs

Modulation 16-QAM

Coding Rate 1 (No Correction Code)

Table 3.1 : Multi-User Beamforming Physical layer parameters.

were performed.

3.3.1 System Implementation

3.3.2 Multi-User Beamforming Implementation

My implementation is based on the WARPLab research framework as described in

the background of Chapter 2. Table 3.1 specifies the physical layer parameters used

for the experiments in this chapter. MUBF requires a feedback mechanism to allow

the transmitter to obtain channel information in order to properly construct beam
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weights. In order to accomplish this goal, the system does the following: First,

the transmitter sends a packet with a known training preamble. The clients receive

this transmission and upload their received versions of the preamble to the host PC.

Then, the host PC computes the H matrix from the received preamble and uses it

to compute the beamforming weights. These weights are then downloaded to the

transmitting node where they are used to beamform the second transmission. The

receivers now measure the received signal strength (RSS) value of this transmission

and upload the data to the host PC for logging. In this section, I will detail the

three main components of the aforementioned system: Channel Training, Channel

Estimation, and Beam Weight Calculation.

Channel Training. During channel training, the base station simultaneously

transmits a preamble sequence on all of its antennas. The structure of the preamble

is shown in Fig. 3.1. Each preamble is composed of three main sections. The first

is the Short Training sequence, which is a narrow-band tone used by the receiver’s

Automatic Gain Control (AGC) mechanism. The second is the Long Training se-

quence, a wide-band sequence from the 802.11a standard with strong autocorrelation

properties that is used for timing synchronization at the receiver. This sequence is

crucial to the system’s performance because it helps eliminate the adverse effects

of Carrier Frequency Offset (CFO) that are caused by oscillator drift between the

transmitter and receiver. The CFO problem in a wireless system occurs due to dif-

ferences between transmitter and receiver oscillators. The oscillator is responsible for
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generating the high frequency carrier signal. In today’s hardware, oscillators drift

on the order of parts per million (ppm) per Co above or below room temperature.

Such drifts could cause significant distortion between received and transmitted signal

phase to the point were the correct signal can not be decoded. In a communication

system, the preamble is used at the receiver to correct the CFO that exists between

the transmitter and receiver. The third is the pilot tone, a narrow-band tone used

for actual channel estimation. All three parts of the preamble have identical values

for each antenna.
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Figure 3.1 : Preamble structure.

The only difference between the antennas’ preambles is the structure as is appar-

ent in Fig. 3.1. All four transmit antennas send the Long and Short training symbols

in parallel because the receiver does not care which antenna the training symbols orig-

inated from. However, because channel estimates (and H matrices) need information

for each antenna path, the transmitter sends them such that during the Pilot section

of the preamble, only one antenna is transmitting a tone for channel estimation at a

time.

Channel Estimation and Beam Weight Calculation. Channel estimation is
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accomplished by comparing the received Pilot Tones to the expected Pilot Tone. Once

the H matrix is obtained, the beamforming weights can be found from the desired

beam weight calculation algorithm (Eq. (3.3) in ZFBF). After this, the required power

allocation scheme is applied to each of the selected beams. The resulting beam

weights are then downloaded to the FPGA, which constructs the beamformed data

and transmits it through the radio cards.

3.3.3 Measurement Setup

In this section, I describe the conditions under which OTA transmissions were per-

formed. First, I show that the feedback delay of the system (i.e. the time interval

between channel estimation at the receiver and beamformed data transmission at the

transmitter) is within the channel coherence time. Then, I describe the metrics used

to evaluate the performance of different schemes.

Channel Coherence Time

The total feedback delay in my implementation is equal to 60 ms due to the nature

of the WARPLab framework. Because all baseband processing happens at the host

PC in MATLAB, the system has the added latency of downloading and uploading

data streams over Ethernet. If the channel varies significantly during this time in-

terval, the initial channel estimate would become outdated. The resulting multi-user

interference within the selected user group could be high enough to adversely affect

system performance. Thus, for valid OTA transmissions the system feedback delay
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in my evaluation testbed should be within the channel coherence time.

To measure channel coherence time, I studied the channel variation behavior of

several randomly selected links for node deployments considered in this evaluation.

For each of these links, I studied the channel variation characteristics for a contin-

uous duration of one hour by sending back-to-back preamble packets at a rate of

100 pkts/s (which is as fast as the testbed can transmit). As the receiving node re-

ceives the preamble packets, it uploads the received data to the host PC where each

corresponding channel estimate is calculated and stored.

(a) (b)

Figure 3.2 : Channel variation.

The experiments were conducted in an interference-free channel ∗ and under two

environmental conditions: late at night when no movement was happening in the

∗The OTA experiments were conducted on the 802.11-2.4GHz channel 14, which consumer WiFi

devices are not allowed to use in the USA.
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environment, and during office hours on an average day with normal human traffic

around the nodes under study. I next calculate the channel’s magnitude and phase

variation from the measured data sets as a function of the time interval.

Fig. 3.2 depicts the mean and standard deviation of such changes in the two

different environmental conditions for one of the links. For the rest of the links, I

observed similar nighttime performance but varying daytime performance.

For the link studied in Fig. 3.2, during daytime experiments, a delay of 50 ms is

enough to cause a mean channel magnitude variation of 0.7 dB and a phase variation

of 15 degrees. Furthermore, the high standard deviation values demonstrate that

there is a high unpredictability for both channel amplitude and phase estimation.

Such channel variations would cause the interference term in Eq. (3.2) to be nonzero

and would reduce the signal to interference plus noise (SINR) ratio.

On the other hand, the nighttime experiments show that the average channel

magnitude change is almost zero, and the average phase change is close to 5 degrees.

The standard deviations for both of these experiments are very low. As observed in

Fig. 3.2, this behavior is independent of the time interval over which the channel esti-

mates are calculated. Moreover, an average phase variation of 5 degrees is an inherent

part of the system and exists among different packets due to the slight variations of

the multiple hardware elements in the testbed. Thus, the above results guarantee

that OTA measurements that are done in an interference-free channel and late at

night are within the channel coherence time. I perform all of the OTA experiments



26

in such conditions.

Performance Metrics

I use the received signal strength (RSS in dBm) value reported by the radio boards

for performance comparison of different schemes studied in this paper. I observed

that the reported RSS values among different cards can vary up to 1 dB for the same

received power.

In all of our schemes, noise power is measured at the receiver prior to any packet

reception. In Omni and SUBF schemes, this noise power is then subtracted from

the RSS of the received packet and provides the signal to noise ratio (SNR) at the

receiver.

In MUBF schemes, the recorded RSS value of each receiver contains the multi-user

interference term in addition to the signal term as shown by Eq. (3.2). Thus, in order

to correctly measure the signal strength, this interference should be subtracted from

the received signal in addition to noise power. I use the signal to interference plus

noise ratio (SINR) as the metric for MUBF schemes.

For a given user k, I take the following approach to measure SINR. First, I perform

multi-user beamforming and measure the RSS value. Next, I redo the multi-user

beamforming measurement but this time I set the power allocated to user k to zero

without changing the power allocated to the rest of the users. According to Eq. (3.2),

the measured RSS value at k is equal to the interference caused by other users plus
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noise power at k. By subtracting the two values, I obtain the SINR at k. In all OTA

experiments, I take 10 SINR measurements and report the average and standard

deviation for each data point. For the channel emulator experiments, I take 1000

SINR measurements for each data point.

In addition to SNR and SINR measurements, I also use the corresponding Shannon

capacity in Eq. (3.1) for performance comparison. The overall end to end throughput

of a system is dependent on the specific MAC protocol implementation and is an active

research area. Shannon capacity is a measure of physical layer capacity and is also

an upper bound on the throughput that would be achieved by any MAC protocol.

3.4 Spatial Multiplexing Gains of ZFBF

In this section, I experimentally characterize the spatial multiplexing gains of ZFBF

in indoor wireless networks. I first consider a two receiver scenario and investigate

the capability of ZFBF to transmit independent data streams as a function of receiver

separation distance. Next, I study the impact of user selection based on link quality

difference on ZFBF. Finally, I investigate the behavior of ZFBF as the number of

concurrently served users increases.

3.4.1 Impact of Receiver Separation Distance

The performance of ZFBF is highly dependent on the channel vectors from transmitter

to receivers. When different users’ channel vectors are uncorrelated with one another,
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we expect increased multiplexing performance. As users move closer to one another,

the channel vectors could become increasingly correlated, which would cause a drop in

received SINR for each receiver thus lowering multiplexing gains. In [15], the authors

have shown that in outdoor environments, user separation distances of up to 70 m

are required to achieve the full multiplexing gains of ZFBF with two receivers.
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Figure 3.3 : Experimental evaluation of spatial multiplexing as a function of receiver
separation distance.

This conjecture raises the following important question: what receiver separation

distance will result in a loss in multiplexing gain in indoor environments (measured

in terms of aggregate capacity)?

Scenario. To answer this question, I designed an experiment shown in Fig. 3.3

consisting of a single transmitter and two receivers. The first receiver, R1, is at a fixed
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location, while the second receiver, R2, approaches R1 and passes close by it before

continuing around the room. For each of the location IDs in Fig. 3.3, I perform Omni,

SUBF, ZFBF-EP, and ZFBF-MT transmissions toward the receivers. The experiment

is conducted in a large classroom with many metallic chairs that cause reflections and

multi-path scattering. The transmitted signal has a Line-of-Sight (LOS) component

to both receivers.

Figure 3.4 : Capacity as a function of location.

Fig. 3.4, depicts the mean and standard deviation of the aggregate capacity as

a function of R2’s location. For all locations, SUBF provides an average of 7 dB

improvement over Omni. This results in a small capacity improvement for SUBF

since both links have an average Omni SNR of 19 dB and thus an additional 7 dB

does not increase capacity by much due to the logarithmic capacity function.

Fig. 3.4 reveals that the performance of the ZFBF scheme does not depend on

the separation distance between the two receivers. This is specifically observed at
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locations 4, 5, and 6, where the physical distances between the two receivers are

equal to λ, λ
2
, and λ

4
respectively. At the 6th location (λ

4
), the bases of the two

receivers’ antennas are physically touching each other meaning that the nodes cannot

be placed any closer. However, even with adjacent antennas, we still observe only a

small decrease in aggregate capacity. I repeated this experiment in another indoor

environment in which the transmitter lacks a LOS component to either receiver and

measured the multiplexing gains of ZFBF as R2 moves toward R1 and passes close

by it. For all of these experiments, we observed that the multiplexing gain does not

change even when the receivers are placed at a half of wavelength from each other.

Finding: The spatial multiplexing gain of ZFBF with a four-antenna transmit-

ter and two single-antenna receivers does not depend on the separation between the

two receivers (down to a minimum of a half of a wavelength). The rich scattering

characteristics of the indoor environment, the intrinsic randomness in each receiver’s

hardware implementation, and a higher number of antennas at the transmitter result

in constant multiplexing gains irrespective of user separation distance.

3.4.2 Impact of User Selection

One of the key issues that is closely related to the performance of ZFBF is concurrent

user selection. Because zero forcing beam weights are computed for a set of users as

shown in Eq. (3.3), a particular receiver’s SINR could vary depending on its partnered

receivers. In this section, I investigate the performance of a single link’s behavior as
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it is scheduled with different users with heterogeneous link qualities.

Scenario. Fig. 3.5(a), depicts the experimental setup in which I deployed six

nodes in an office environment. Nodes 1, 2, and 3 are each equipped with four

antennas and thus can be used as transmitters or single-antenna receivers. I select

one of these three nodes as the transmitter and consider all possible two-receiver

combinations from the remaining five nodes. For all of these sub-topologies, I measure

the SNR at each receiver from Omni and SUBF transmissions, and the SINR at each

receiver from a jointly beamformed transmission. I repeat this experiment for all

possible transmitter-receiver pairs.

Fig. 3.5(b) shows the SNR variation of each link in Fig. 3.5(a), when the link is

scheduled with any other link in the network simultaneously. The x-axis of Fig. 3.5(b)

represents a given link’s measured Omni SNR. The y-axis shows the SNR value of

the same link for the indicated schemes.

For a selected link l, there are four remaining links that can be scheduled simul-

taneously with l when using the ZFBF-EP scheme. Thus, for the ZFBF-EP results, I

plotted the average SNR of l, when combined with each of the four other links. The

thicker red bars indicate full range of l’s SNR when combined with different links.

The dashed green bars show the full range of the other links’ measured Omni SNRs.

Fig. 3.5(b) also indicates a single link’s SNR value when SUBF is used. According

to this graph, SUBF provides an average gain of 7.5 dB compared to Omni with

minimum and maximum gains of 2 and 20 dB respectively. In all of the Omni trans-
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(a) Map of the office environment.
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(b) Per link SNR variation
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(c) Aggregate capacity ratio

Figure 3.5 : Impact of concurrent user selection.
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missions, the transmitter always uses its first antenna for packet transmission. If the

path from this antenna has a low gain compared to the other antennas, the Omni

link SNR value will be low. On the other hand, SUBF uses all of the antennas at the

transmitter and thus can leverage antennas with higher path gains while beamform-

ing. This would significantly increase the SNR as is observed in the first data point

of Fig. 3.5(b).

In the ZFBF-EP scheme, each link’s SNR value is below that of SUBF and greater

than or equal to that of Omni. In this scheme, power is allocated equally to each user

resulting in each receiver being allocated half of the overall power at the transmitter.

As a result, individual links served by ZFBF-EP will always have a lower received

power than SUBF. However, the results of Fig. 3.5(b) demonstrate that the received

power remains greater than or equal to that of Omni. This demonstrates how ZFBF’s

selected beam weights are able to compensate for the lower power allocation at the

transmitter. Similar to SUBF, ZFBF-EP greatly enhances the per-link SNR value

in the low SNR region revealing the potential of these schemes to enhance network

connectivity.

Fig. 3.5(b) also reveals information about concurrent user selection. The results

show that each link’s SNR remains the same irrespective of the user that it is paired

with. This is demonstrated by the low SNR variation of a given link (thick red bars),

even when it is combined with different links of highly variable quality as shown by

the wide ranges of the green bars.
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Finding: When the number of simultaneous users is fewer than the maximum DoF

at the transmitter, different receiver pairing causes at most 3-4 dB difference on each

link’s SNR. For a system that can tolerate this loss, the performance would not be

affected by different combinations of user scheduling.

I now investigate the impact of link quality on the aggregate performance of

ZFBF. Fig. 3.5(c) plots the aggregate capacity ratio of SUBF to Omni and ZFBF

(equal power and maximum throughput) to Omni for all two-receiver sub-topologies

of Fig. 3.5(a). I consider equal time share for each receiver in the Omni and SUBF

schemes. Low Omni capacity values correspond to low link qualities at the receivers.

As observed in Fig. 3.5(b), both SUBF and ZFBF can significantly enhance SNR in

this region and thus increase aggregate throughput. Furthermore, ZFBF serves two

users simultaneously, thus benefiting from its ability to multiplex users.

When both links have high Omni SNR values, SNR gain over Omni due to SUBF

and ZFBF would only slightly increase the capacity of each link due to the logarithmic

capacity function. Thus, SUBF performs similarly to Omni, whereas ZFBF benefits

from its ability to multiplex users. This behavior is observed in Fig 3.5(c) when Omni

capacity is above 4 bps/Hz.

Fig. 3.5(c) also reveals that the capacity achieved by the two power allocation

schemes is very close to one another. In order to quantify the difference between the

equal power (EP) and maximum throughput (MT) schemes, I measured the SNR

difference between the two schemes for all two-link sub-topoogies of Fig. 3.5(a). The
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average SNR difference and its standard deviation are equal to 1.53 and 0.42 dB

respectively. With minimum ZFBF SNR values of 15 dB, such variations would

cause a slight difference in the achieved capacity. This behavior is observed in the

aggregate capacity results of Fig. 3.5(c).

Finding: In a low SNR region, ZFBF and SUBF can significantly enhance the

receiver’s SNR resulting in large gains compared to Omni. With higher link qualities,

SUBF only causes a small capacity improvement over Omni, whereas ZFBF benefits

from user multiplexing and thus causes a 2x capacity improvement.

Figure 3.6 : Impact of population size on aggregate capacity.

3.4.3 Impact of User Population Size

I now investigate the performance of ZFBF as the number of served users approaches

the number of transmitter antennas. I use the same node deployment setup of
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Fig. 3.5(a) and perform the same set of experiments as in the previous section. How-

ever, instead of serving two users, I evaluate the performance of Omni, SUBF, and

ZFBF-EP as the transmitter serves two, three, or four users.

Using the measured SNRs of each link for the Omni, SUBF, and ZFBF schemes,

I compute each sub-topology’s aggregate capacity. Next, I group the sub-topologies

based on receiver population size and calculate the average capacity for each group in

Fig. 3.6. In addition, I find the average per-link SNR difference between ZFBF and

Omni for each user population size as shown in Fig. 3.7.
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Figure 3.7 : Impact of user population size on per-link SNR difference.

Fig. 3.6 shows that Omni and SUBF capacities remain constant regardless of user

population size because the net capacity is simply the average of each per-link SNR.
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Therefore even if user population size increases, the average of all possible topologies

will remain the same. In ZFBF, we observe a considerable capacity improvement from

2 to 3 concurrent users, however only a marginal improvement from 3 to 4 users.

On the other hand, Fig. 3.7 reveals that as we increase the number of receivers,

ZFBF’s relative per-link SINR gain over Omni decreases. ZFBF’s per-link SINR

is several dB greater than Omni for the two-receiver case. However, for the three

receiver case, the per-link SINR gain over Omni is essentially 0 while the SINR for

the four receiver case is almost 6 dB below that of Omni.

Finding: The aggregate capacity of ZFBF saturates as the number of served users

approaches the DoF at the expense of a significant drop in per-link SINR. Thus,

the number of users ZFBF can serve depends on the link quality constraints of the

individual user.

3.5 Effects of Channel Variation

Thus far, the experiments were conducted with perfect channel information at the

transmitter. However, in practice, channel information can become outdated for

multiple reasons. For example, as observed in Fig. 3.1, even with fixed wireless

endpoints, the mobility of objects or people in the environment can cause significant

channel variation. Furthermore, a device’s mobility can outdate a channel estimate by

the time it is used to transmit beamformed data. Inaccurate channel information can

destroy the zero-interference condition of the selected beams, potentially rendering
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the packets undecodable. Therefore, it is crucial to understand the effects of channel

update rate and variation on overall performance. In this section, I explore the effects

of channel variation on ZFBF performance.

Figure 3.8 : Channel emulator setup.

Scenario. In order to have consistent and precise control over the channel and

its variability, I use a channel emulator. Fig. 3.8 depicts the setup over which the

experiments were conducted. The four-antenna transmitter and two single-antenna

receivers are connected to the Azimuth ACE 400WB Channel Emulator [16].

The ACE 400WB is a fully bidirectional and reciprocal 4x4 MIMO channel em-

ulator. Internally, there are two emulator modules. In the forward module, the four

input ports are connected to the four output ports. In the reverse module, the four

output ports are connected to the four input ports. The inputs accept signals from a



39

transmitter and route them to the emulator outputs through sixteen possible paths.

Each of these paths is referred to as a MIMO path.

The operations inside a single emulator module are depicted in Fig. 3.9. Each

MIMO path is implemented as a tapped delay line filter. The filter coefficients can

be constant (static), or time-varying, driven by the output of fading generators. The

fading generators are random processes designed to emulate a particular Doppler spec-

trum. The fading generators may also be correlated to produce spatially-correlated

fading.

The characteristics of each path can be modeled according to the movement ve-

locity. If a user is mobile, all of the paths that are associated to the mobile client

will have fading properties. On the other hand, the channel emulator allows for static

assignment of some paths and fading assignment to some other paths. This can be

potentially used to model variations in the environment while the clients is static.

The boards and channel emulator are connected to the host PC that manages the

transmission of the boards and channel profile used by the channel emulator. The

channel profile parameters used by the channel emulator are shown in Table 3.2. The

channel model is adapted from 802.11n task group (TGn) models used to evaluate the

performance of MIMO in indoor environments [8]. This channel model is composed

of nine Non-Line-of-Sight (NLOS) Rayleigh fading paths and is used to emulate a

typical, residential environment. The channel emulator is configured to output an

average SNR value for each receiver while varying the instantaneous SNR according
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to environmental variation or user mobility.

Figure 3.9 : Operations inside a forward emulator module.

I investigate two issues with this setup. First, I consider static nodes to char-

acterize the performance of ZFBF as a function of environmental variation. Next,

I emulate mobile receivers in order to characterize the impact of user mobility on

ZFBF’s performance.

3.5.1 Impact of Environmental Variation

In this section, I quantify the performance of ZFBF as a function of environmental

variation and channel estimation delay. The 802.11n taskgroup uses the Doppler

fading rate interval of [0.028 2.778] Hz as the quantitative metric for environmental

variation [8]. I performed two sets of experiments using Doppler fading rates of
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Parameter Value

Number of multi-paths 9

Fading model per path Rayleigh

Delay per path (ns) 0, 10, 20, 30

40, 50, 60, 70, 80

Path loss per path (dB) 0, 5.428, 2.516, 5.890, 9.160

12.510, 15.612, 18.714, 21.816

Table 3.2 : Channel model parameters.
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1.157 and 2.778 Hz to emulate typical (T) and rapidly (R) varying environments

respectively. For each of these experiments, I varied the time interval between the

channel estimate measurement and actual data transmission.

(a) Aggregate Capacity (b) Average per-link SINR.

Figure 3.10 : Impact of environmental variation.

Fig. 3.10(a) depicts the sum-rate performance of Omni, SUBF, and ZFBF for the

two fading rates as a function of channel estimation delay. The solid lines in this figure

correspond to a typically varying environment while the dashed lines correspond to

a rapidly varying environment. We observe that Omni’s capacity remains similar

irrespective of environmental variation or channel estimation delay. Omni does not

require channel information and thus its performance does not change with channel

estimation delay. Furthermore, when run for a long time, the average output Omni

SNR would remain the same regardless of environmental variation or user mobility.

On the other hand, the SUBF scheme is vulnerable to inaccurate channel estimate

information. SUBF requires accurate channel information at the transmitter to form a
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beam that maximizes SNR at its receiver. According to Fig. 3.10(a), the performance

of SUBF becomes equivalent to Omni with a time interval of 500 ms. Additional

increases in the time interval further decreases the performance of SUBF compared

to Omni.

Fig. 3.10(a) indicates that the ZFBF scheme is highly dependent on accurate chan-

nel information. In the rapidly varying environment, the aggregate capacity decreases

sharply, while both environments demonstrate an aggregate capacity equivalent to

Omni at a 500 ms update rate.

Note that in the ZFBF scheme, both receivers are served at the same time. As

a result the capacity of this scheme benefits from multiplexing the two users. Thus,

while aggregate capacity of this scheme could be equal to or higher than Omni, per-

link SINR values could be significantly lower †. In Fig. 3.10(b), I measured the average

per-link SINR value for all of these schemes. Fig. 3.10(b) reveals that per-link SINR

value is 10 dB less than Omni at a channel update rate of 500 ms. Thus, a link’s

SINR region must be considered to identify the necessary channel update rate. In

a high SNR region, such power reduction due to environmental variation could be

tolerated by the system, whereas with lower link qualities such variation would not.

Finding: The necessary channel update rate with static devices depends on en-

vironmental variation as well as link quality. Assuming links can tolerate an SNR

†From Section 3.2, recall that instead of multiplexing users, Single-User schemes link Omni and

SUBF schedule users sequentially according to a TDMA schedule
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decrease of up to 3 dB compared to Omni, a maximum channel update rate of 100 ms

is required to guarantee acceptable performance in a typical indoor environment.

3.5.2 Impact of User Mobility

I now investigate the effects of channel variation due to user mobility. Mobile users

would travel some distance between the time a transmitter obtains a channel estimate

and actually transmits beamformed data, thus causing channel variation. The channel

variation due to user mobility can significantly increase the multi-user interference

and reduce the effectiveness of spatial multiplexing.

I perform controlled experiments to quantify the drop in throughput as a function

of user mobility. I use the same experiment setup as shown in Fig. 3.8; however, I

instruct the channel emulator to change the channel for both receivers as a function

of the distance that the users have moved. The channel emulator is configured such

that users have equivalent speeds although their movement direction is random and

independent from one other.

Fig. 3.11(a) plots the aggregate capacity of different schemes as a function of

movement distance in number of wavelengths by the receivers. Omni remains robust

irrespective of user mobility; however, SUBF and ZFBF are both highly dependent

on receiver movement distance.

Fig. 3.11(a) shows that a user movement of λ
4
drops the aggregate capacity of

SUBF and ZFBF to that of Omni. Additional increases in the movement distance
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(a) Aggregate Capacity (b) Average per-link SINR

Figure 3.11 : Impact of mobility.

would further decrease the performance of SUBF and ZFBF. However, Fig. 3.11(b)

shows how the implications of this drop are different for the per-link SNR. For ZFBF,

at λ
4
, the average SNR of each link drops 6 dB below that of Omni; whereas, for

SUBF, the average SNR of each link remains 3 dB above that of Omni. Thus, in a

low SNR region, ZFBF’s per-user capacity would be significantly lower than Omni

and SUBF.

Finally, the channel model considered in these experiments has been restricted to

NLOS environment. I have also investigated the impact of having a LOS component,

where a user may be able to move a greater distance before a change in the channel

occurs. In these experiments I observed the same behavior as NLOS experiments.

Finding: ZFBF is vulnerable to channel changes due to user mobility. Assuming

links can tolerate SINR losses of up to 3 dB compared to Omni, user movement dis-

tance of up to λ
8
is acceptable. At 2.4 GHz, this is equivalent to 1.56 cm. With a

typical pedestrian speed of 3 mph, this is equivalent to channel update rate of approx-
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imately 10 ms.

3.6 Impact of Beamforming on Spatial Reuse

I now investigate the increase in spatial reuse opportunities offered by MUBF. In

Section 3.6.1, I consider a single sender/receiver pair and a third node, W , at which

I attempt to minimize the interference caused by the initial pair’s transmission. I

quantify the reduction in interference as a function of W ’s location. Next, in Section

3.6.2, I investigate the ability for a sender to reduce its transmission footprint by

minimizing interference at multiple unintended receivers simultaneously. Finally, in

Section 3.6.3, I consider a scenario with multiple sender/receiver pairs and investi-

gate the impact of the senders’ cooperation on reducing interference at each other’s

receivers compared to Omni-mode transmission.

3.6.1 Interference Reduction as a Function of Location

The multi-element antenna array at the transmitter can be used to increase SNR at

the receiver(s), while suppressing interference at multiple other users (unintended re-

ceivers). In ZFBF, this is achieved by obtaining channel information from all receivers

and calculating the appropriate beam weights; however, zero power is allocated to

the unintended receivers’ beams while the total power budget is given to the intended

receiver(s). With one intended receiver R, and one unintended receiver W , the re-

sulting beam would point toward R while causing no interference at W . I investigate
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the ability of ZFBF to reduce interference as a function of W ’s location.
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Figure 3.12 : Experimental Scenario.

Scenario. the experimental scenario is depicted in Fig. 3.12. The transmitter,

TX , sends data to its receiver, R, such that the resulting interference at W is min-

imized. I investigate three different movement patterns of W . First, I start with a

fixed distance between W and R, and move toward R along the line connecting the

two points (location IDs 1 to 4). Second, I place W and R adjacent to one another

and move W along the line connecting the three nodes (location IDs 5 to 7). Finally,

I investigate the ability of ZFBF to cancel interference at W as it is moved closer to

the transmitter (location IDs 8 to 10). For each of these locations, I take the following

measurements: First, I perform an Omni transmission from TX to R and record the
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received signal strength at W . Next, I perform joint beamforming with the objective

of zero interference at W and measure the resulting signal strength at W .

Fig. 3.13 shows the resulting interference at W for each of the location IDs. In

Omni mode, I observe high interference values at locations 1 to 7. As W moves closer

to the transmitter, the amount of interference increases.

The ZFBF scheme causes far less interference than Omni. The resulting interfer-

ence caused by ZFBF has an average of 1.1 dB above the noise floor for all of the

location IDs. Fig. 3.13 also shows that even when TX , W , and R are on the same

line, or as W approaches TX , the ZFBF scheme is still able to cancel interference at

W .

Figure 3.13 : Interference reduction as a function of location.

Finding: A user can obtain an interference-free channel by sharing its channel
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information to a ZFBF-enabled transmitter. The interference-free channel is obtained

irrespective of the distance between the user and either the transmitter or the receiver.

3.6.2 Multi-Point Interference Reduction

In this section, I evaluate MUBF’s interference suppression performance when the

transmitter communicates with an intended receiver while attempting to minimize

interference at multiple unintended receivers.

I consider the node location setup described in Fig. 3.5(a). Nodes 1, 2, and 3

each have four antennas and thus can be used as four-antenna transmitters or single-

antenna receivers. I select one of these nodes as the transmitter and one of the

remaining nodes as the intended receiver. Then, I consider all possible combinations

of 1, 2, or 3 nodes among the remaining nodes as locations at which I plan to minimize

interference. I repeat this experiment for all possible transmitter-receiver pairs leading

to 210 different sub-topologies. I perform Omni, SUBF, and ZFBF transmissions, and

measure the resulting signal strength at the intended receiver as well as unintended

receivers.

Fig. 3.14 shows the interference footprint for the three schemes. I first investigate

the performance of Omni and SUBF. Fig. 3.14(a) shows the scatter plot of interference

at unintended receivers with Omni and SUBF schemes. Each point in this graph

corresponds to a sender-unintended receiver pair. From this plot, similar performance

is observed between the Omni and SUBF schemes. For half of these locations, the
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(a) Omni vs. SUBF interference (b) Table 3: ZFBF interference (dB)
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(c) SINR difference at the receiver

Figure 3.14 : Multi-point interference reduction
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resulting interference of SUBF is higher than that of Omni, whereas, for the other

half, the Omni interference is higher.

Finding: SUBF obtains channel information from its intended receiver without

regard to any other user. The corresponding beam pattern would cause a high SNR

at the intended receiver, while the resulting interference would be location dependent.

This interference could be significantly higher or lower than an Omni transmission

and is dependent on the environment and location of the unintended receivers.

The interference reduction performance of ZFBF is shown in Table 3, where I

present the measured mean and standard deviation of interference caused at the

unintended receivers. Similar to the results of Fig. 3.13, I observe that the resulting

interference is close to the noise floor power. However, unlike Fig. 3.13, these results

are obtained as the transmitter used up all of its DoF. Thus, I conclude that the

interference suppression capabilities of ZFBF are not constrained by the number of

DoF used. The transmitter can efficiently construct beamforming weights that cause

minimal interference at unintended receivers.

Although ZFBF’s interference cancellation ability does not depend on the number

of DoF used, there is a potential impact on the received signal strength at the intended

receiver. I investigate this behavior in Fig. 4.4(c). Here, I compare the SINR of ZFBF

to Omni and SUBF schemes at the intended receiver as I increase the number of

unintended receivers. Note that in this case, the SINR of SUBF and Omni remains

constant since the receiver’s SINR does not depend on the number of unintended
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receivers, whereas ZFBF’s SINR does.

From the measurements, I present the average and standard deviation of SINRSUBF−

SINRZFBF along with SINRZFBF−SINROmni. With only one unintended receiver,

the performance of ZFBF is close to that of SUBF and higher than that of Omni.

As the number of unintended receivers increases, the SINR of ZFBF decreases at the

intended receiver. When all DoF of the ZFBF scheme are used, I observe that ZFBF’s

SINR is on average 0.5 dB lower than Omni. The high standard deviations indicate

that the SINR could decrease up to 8 dB below Omni as the ZFBF scheme uses all of

its DoF. The resulting drop in capacity of the served links depends on the Omni SNR

value. In a high SINR region, such a drop in signal strength would result in a small

decrease in link capacity, whereas in a lower SNR region, the link capacity decrease

would be more significant.

Finding: ZFBF’s interference reduction capabilities do not depend on the location

of the receivers nor the number of DoF used. However, the increase in the number

of unintended receivers decreases the link quality of the intended user(s). When all

DoF are used, the performance of a given user can significantly drop below that of an

Omni transmission.

3.6.3 Impact of Multi-User Beamforming on Network Throughput

I now investigate the potential of ZFBF to increase network capacity by minimizing

interference between concurrent links. I create 36 different sub-topologies consisting
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of two sender-receiver pairs for the node setup shown in Fig. 3.5(a). For each of these

sub-topologies, I first calculate the overall maximum capacity of the SUBF and Omni

schemes. This overall maximum capacity is the maximum of the single-link capacities

and the sum capacity of the two links when the two links are active simultaneously.

With ZFBF, both flows are active simultaneously and thus the transmitters jointly

beamform such that the resulting interference at the other flow’s receiver is minimized.

!"#"$%&'()*#"$%&'(

Figure 3.15 : Maximum Capacity of two flows.

Fig. 3.15, shows the relative capacity improvement of SUBF and ZFBF compared

to Omni. I sort the sub-topologies based on increasing SUBF capacity ratio. For

the first and last three sub-topologies, ZFBF performs close to SUBF. Careful inves-

tigation of these sub-topologies revealed that for the first three topology indicies, a

high Omni capacity is achieved when both links are active simultaneously. However,

SUBF causes significant interference at the other flow’s receiver and thus achieves its

maximum capacity when only the highest capacity link is active. Thus, Omni outper-
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forms SUBF for these sub-topologies. On the other hand, for these sub-topologies,

Omni causes less interference at the other flow’s receiver and therefore ZFBF does

not benefit from its interference reduction capabilities and achieves a performance

close to Omni.

For the last three sub-topologies, Omni achieves its maximum capacity when

only one link is active. In these topology indicies, SUBF causes less interference at

the other flow’s receiver and achieves its maximum throughput when both links are

active at the same time. This results in a high capacity ratio of SUBF compared to

Omni. In these sub-topologies, ZFBF reduces the remaining interference thus slightly

increasing the capacity. For the rest of the sub-topologies, a high mutual interference

exists among the flows for the Omni or SUBF schemes. As a result, ZFBF is able to

benefit by reducing mutual interference resulting in a high performance gain.

Finding: In a network with multiple sender-receiver pairs, ZFBF can reduce mu-

tual interference allowing for sender-receiver pairs to transmit simultaneously thus

increasing the overall throughput. As the amount of mutual interference for the Omni

or SUBF schemes decreases, the performance gain of ZFBF decreases compared to

these other schemes. With SUBF, the overall network capacity could decrease com-

pared to Omni due to increases in mutual interference.
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3.7 Incorporation of Overhead

The throughput and discussions so far, did not include the impact of overhead due to

channel estimation. In this section, I address the impact of overhead on the overall

system performance. To this end, I consider an example MAC protocol that has been

proposed for the medium access protocol of the 802.11ac [4] standard.

The protocol components are depicted in Fig. 3.16. The medium access is com-

posed of three main parts. In the first part, a training sequence is transmitted by

the transmitter for the purpose of channel estimation by the clients. This training

sequence also includes the addresses of the clients which the access points intends to

transmit unicast packets.

After the transmission of the training sequence, clients that are included in the

training sequentially send back their channel estimates. Finally the access point sends

parallel unicast packets. Note that the transmission of unicast packets can happen

for the length of channel coherence time before a new set of channel estimates are

obtained by the access point.

Figure 3.16 : An example MAC protocol for MUBF.

In the above protocol, the overhead is made of the training sequence and the
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Parameter Value

Spatial multiplexing gain 2

Packet size 1000 Byte

PLCP header length 192 bits

Data transmission rate 54 Mbps

Header transmission rate 1 Mbps

Base rate 2 Mbps

Training size 20 Byte

Channel estimate size 20 Byte

Table 3.3 : Model parameters.

channel estimates that are sent back by the clients. I next proceed to provide a worst

case analysis on the impact of overhead on the benefits of multi-user beamforming.

I assume that data transmission rate is equal to 54 Mbps so that the amount of

overhead is large compared to the packet transmission time. Table 3.3 provides the

parameters that are used for comparison of sequential transmission without overhead,

to multi-user beamforming with training overhead.

Fig. 3.17 plots the throughput ratio between multi-user beamforming with over
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head to sequential transmission without overhead as a function of number of back to

back transmissions in a frame. Based on this graph, even when channel estimation is

done on a per-packet basis, multi-user beamforming still provides gains compared to

sequential transmission. The gains of beamforming increase as the number of back-

to-back transmissions in a single frame increases. According to Fig. 3.17, with 12

transmissions the amount of overhead is less than 5% of the total transmission time

and the gains of beamforming remain close to two.

Figure 3.17 : MUBF Throughput comparison with 802.11.

As a result, when channel estimation is done for a set of back-to-back transmissions

as opposed to on a packet by packet basis, the amount of overhead would be negligible.

Note further that the above analysis is considering only the worst case scenario in
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which only two packets are being multiplexed and the data transmission rate is high.

When the two multiplexed packets support high data rates, multi-user beamforming

only provides spatial multiplexing gains. On the other hand, if the omni transmission

rate is low, beamforming has the potential to significantly increase the transmission

rate as observed in Section 3.4.

3.8 Summary

In this chapter, I designed and implemented a custom MUBF platform that allows for

the experimental evaluation of different beamforming strategies. Using this platform,

I experimentally evaluated the multiplexing gains of ZFBF as a function of receiver

separation distance, user selection, and user population size. I experimentally showed

that a four-antenna, ZFBF-enabled transmitter is able to simultaneously transmit to

two users that are within a half of a wavelength of one another. I also showed

that when the number of scheduled users is fewer than the maximum DoF at the

transmitter, different receiver pairings cause at most 3-4 dB difference on each link’s

SNR. I also evaluated the impact of user mobility and environmental variation on the

performance of ZFBF. I showed that the required channel information update rate

is dependent on environmental variation and user mobility as well as a per-link SNR

requirement. Assuming that a link can tolerate an SNR decrease of 3 dB compared

to Omni, the required channel update rate is equal to 100 and 10 ms for typical

non-mobile receivers and mobile pedestrian speeds of 3 mph respectively. Finally, I
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investigated the potential of ZFBF to reduce interference at unwanted locations and

increase spatial reuse. The results showed that a ZFBF-enabled transmitter is able

to minimize interference at any undesired location(s); however, this may come at the

expense of a significant drop in the quality of the served users.
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Chapter 4

Multicast Beamforming
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4.1 Introduction

The proliferation of mobile computing devices as well the rapid growth in applica-

tions and services involving group communication (network management and soft-

ware updates, electronic class/conference rooms, MobiTV, etc.) has made wireless

multicasting an important component in next generation wireless standards such as

802.11ac, LTE, and WiMAX. This coupled with the increasing demand from users to

be able to stream media content on their wireless devices ubiquitously has promted

the need for designing efficient solutions for wireless multicasting.

While the inherent broadcast nature of the wireless medium allows for a single

multicast transmission to cover a group of users simultaneously, its performance is

determined by the client with the weakest channel (SNR). On a parallel front, beam-

forming antennas have recently gained a lot of attention in indoor wireless networks

[17, 18, 19]. These are multiple-element arrays that are able to focus their signal en-

ergy in specific directions and hence form a natural solution to improve the channel to

the weakest client and hence the multicast system performance. Beamforming could

be either adaptive where the beam patterns are computed on the fly based on channel

feedback from clients, or switched, where precomputed beams that cover the azimuth

of 360o are used. Recent works [20, 21, 22] have advocated the use of switched beam-

forming to improve multicasting. However, the beamforming gain (from restricted

signal footprint) comes at the cost of reduced broadcast advantage, thereby requiring

multiple beamformed transmissions to cover all the clients unlike an omni-directional
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transmission. Addressing this tradeoff in turn requires the use of composite beams

that are generated by combining individual beams so as to effectively balance between

beamforming gain and coverage [20].

In this work, I experimentally show that switched beamforming is ineffective for

multicasting in indoor multipath environments. The reasons are two fold: (i) using a

pre-determined set of beam patterns limits performance when simultaneously catering

to a multitude of clients; (ii) since the resulting SNR on a composite beam is not avail-

able a priori, it is modeled based on the measured SNR from its constituent beams;

however, such modeling is highly inaccurate in multipath environments, resulting in

inefficient performance when a composite beam is actually applied. To address these

deficiencies, I advocate the use of adaptive beamforming for multicasting in indoor

wireless networks.

While adaptive beamforming incurs more overhead in the form of channel esti-

mates from clients compared to switched beamforming, I show that its signifcant

potential to improve indoor multicast system performance outweighs the overhead.

Translating the potential of adaptive beamforming into practically realizable ben-

efits for multicasting is a highly challenging task. Specifically, (i) given the channel

information of clients, determining an optimal adaptive beamformer for multicasting

is a hard quadratically constrainted quadratic optimization problem; (ii) it may be

detrimental to beamform to all clients simultaneously and hence it becomes impor-

tant to identify when and how a set of clients must be partitioned into separate groups
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(scheduling) and beamforming executed within each of these groups sequentially; and

(iii) in practical scenarios the rate of channel feedback available from a client may

not be sufficient compared to the coherence time of its channel either due to limited

feedback (for reducing overhead) or small coherence times (due to client mobility).

In such cases, the adaptive beamformer must incorporate robust mechanisms to com-

pensate for the lack of timely channel feedback not only to retain its benefits, but

also to avoid degrading to worse than omni.

Towards addressing these challenges, I present ADAM- the first adaptive beam-

forming based system for improving multicast performance in indoor wireless net-

works. The two main contributions of ADAM are,

• incorporation of efficient yet practically amenable solutions to address each of the

aforementioned challenges.

• implementation and comprehensive evaluation of the practical benefits of adaptive

beamforming for multicasting, its superiority over switched beamforming and its

robustness to chanel dynamics.

Briefly, ADAM decouples the joint client scheduling and beamformer design prob-

lem into two individual sub-problems in a manner that allows their solutions to rein-

force each other. For a given number of groups, it first paritions the clients into groups

based on the “closeness” of their channels. This allows ADAM to later determine an

efficient adaptive beamformer for the clients within the same group. It then employs

a greedy, one-shot algorithm to provide a near-optimal multicast beamformer within
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each group. This is in contrast to other sub-optimal beamformers in related work

that are iterative in nature and exhibit slow convergence [23]. Finally, ADAM com-

bines the solutions from these two components to arrive at the appropriate number

of groups, along with the client membership and beamformer within each group.

ADAM is implemented on the WARP platform and its performance is extensively

evaluated in indoor environments. The experimental results reveal that (i) while

switched beamforming has fundamental limitations for multicasting in indoor multi-

path environments, ADAM is able to address these deficiencies to yield gains as high

as three folds; (ii) ADAM’s gains are more with a higher dynamic range of the (dis-

crete) transmission rates employed by the MAC, yielding gains as high as nine folds

over omni with the 802.11 rate table; and (iii) the rate tables employed for beam-

formed transmissions are strongly dependent on both the coherence time (tc) of the

channel as well as the channel feedback time scale (tf) and more specifically on the s-

ratio, where s =
tf
tc
. Hence, ADAM categorizes the clients based on their s parameter

and employs client-specific rate tables in determining the beamformed transmission

rate, thereby increasing its robustness to both client mobility and limited channel

feedback.

The rest of this chapter is organized as follows: Section 4.2 provides a background

on beamforming. Sections 4.3 and 4.4 describe the motivation and challenges of

adaptive beamforming for multicasting. Section 4.5 describes the components of

ADAM. Section 4.6 describes its implementation followed by detailed evaluation in
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Sections 4.7 and 4.8. Finally, I summarize this chapter in Section 4.9.

4.2 Background

Beamforming: Beamforming antennas consist of an array of omni-directional ele-

ments, with sophisticated signal processing capabilities. The signals that are trans-

mitted to each of these antenna elements can be weighted in both amplitude and

phase to produce a desired beam pattern that increases the SNR at the receiver.

These weights applied at the Tx antenna array can be written as w = [w0w1...wK−1].

Depending on the level of sophistication in adapting these weights, there are two main

types of beamforming namely, switched and adaptive.

In switched beamforming, a set of pre-determined beam patterns covering the

entire azimuth of 360o is made available. Each of these beam patterns has a main

lobe of maximum gain and some side lobes representing leakage of energy . The larger

the number of elements, the thinner the main lobe that can be formed and higher is

the array gain. However, for a K element antenna, the thinnest beam that can be

formed is 360
K

o
, thereby requiring K beams to cover 360o.

As switched beamforming is normally implemented as an open-loop procedure

without fine-grained channel feedback from the Rx, a Tx will tend to choose a pattern

that provides the strongest signal strength to the client. Such a beam may not coincide

with the physical direction of the Rx depending on the multipath scattering in the

environment.
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In adaptive beamforming, channel estimation and feedback from the Rx is used to

adapt the beam pattern in the signal domain at the Tx. The resulting beam pattern

may not have the single main lobe structure (pointing in the direction of the Rx)

of a switched beam, but is optimized to reinforce the multipath components of the

signals arriving at the Rx from the different Tx antenna elements. Its versatality in

indoor multipath environments comes at the cost of channel feedback overhead from

the clients.

Multicast and Beamforming: Given that multicast performance of a group

depends on the client with the weakest channel in the group, beamforming provides

a natural solution to improve the SNR of the weakest client and hence the multicast

group as a whole. However, as previous works [20, 21] have pointed out, the beam-

forming gain comes at the cost of spatially restricted transmissions, which in turn

limits its broadcast advantage that is required to cater to multiple clients simultane-

ously.

The solution to address this tradeoff in the case of switched beamforming is to

form a composite beam pattern from individual beam patterns that can be used to

cover multiple clients simultaneously [20]. However, since the energy is conserved,

the net power is distributed among the constituent beams and hence the resulting

beamformed SNR at the clients due to the composite beam is reduced. Hence, it

becomes important to intelligently choose composite beam patterns that tradeoff

user coverage and beamforming gain.
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Unlike switched beamforming, in the case of adaptive beamforming, the channel

to each of the clients is estimated and fed back to the AP. With the complete channel

information, the AP can directly solve (albeit challenging) to obtain a joint beam-

forming weight vector that maximizes the minimum SNR to all the clients in the

group.

4.3 Motivation

Current beamforming solutions for improving the multicast performance [20, 21, 22]

advocate the use of switched beamforming. Hence, in order to motivate the need for

adaptive beamforming, we address the following two questions.

(i) Is switched beamforming a practical solution for improving multicast performance?

Given that the existing switched beamforming solutions are mostly theoretical

solutions without a practical implementation, it remains to be seen if switched beam-

forming can indeed deliver the promised multicast gains in practice. Further, this will

also unveil the validity of the modeling assumptions behind the switched beamforming

solutions.

We conduct an experiment in the topology shown in Fig. 4.6(a), by considering

three clients in a multicast group. A circular array of four antennas with four pre-

determined beams is used for switched beamforming. Based on the beam with the

best SNR reported by each client, the AP determines a composite beam pattern to

cater to all the three clients simultaneously [20].
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Figure 4.1 : Adaptive vs. switched beamforming
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However, the SNR at the clients for composite beams cannot be known a priori.

Hence, the inherent modeling assumption made is that when a composite beam is

formed from k individual beam patterns, the resulting SNR at the clients are reduced

by 10 log10(k) dB (compared to individual beam SNR) due to the equal distribution of

power across constituent beams. Thus, the AP selects a transmission rate according

to the predicted resulting SNR of the weakest client.

By varying our clients, we generate multiple topologies and obtain the optimal

switched beamforming solution, apply it and measure the resulting packet delivery

ratio (PDR). The PDR should be close to 100% if the modeling assumption is ac-

curate. However, the results in Fig. 4.1(a) are quite the contrary, where the PDR

could be significantly less, thereby indicating that the switched beamforming solution

applied is not an efficient one. In verifying the reason behind the poor performance,

we plot the predicted multicast group SNR of the composite beams against the actual

measured values in Fig. 4.1(b). It is clear that the modeling assumption behind the

predicted SNR, which may hold in line-of-sight environments, does not hold good in

many of our indoor topologies, where it either under-estimates or over-estimates the

actual SNR. This in turn can be attributed to the multipath nature of the indoor

environment, which makes it hard to predict the effect of composite beams needed

for multicasting.

(ii) Given that switched beamforming cannot address multicasting efficiently in in-



70

door wireless environments, the next question to understand is whether adaptive

beamforming (designed to handle multipath) can address the deficiencies of switched

beamforming for multicasting? Towards this end, we estimate the channel to all the

three clients and compute an adaptive beamformer that maximizes the minimum SNR

for the multicast group (details deferred to Section 4.5). The resulting PDR for each

of the topologies is compared against switched beamforming in Fig. 4.1(a). It can be

clearly seen that adaptive beamforming is capable of delivering the predicted perfor-

mance in contrast to switched beamforming. Further, the CDF of the SNR gain (in

dB) of adaptive over switched beamforming over all the topologies , depicted in Fig.

4.1(c), clearly indicates the large potential of adaptive beamforming for improving

multicast performance.

4.4 Design Challenges

In this section, I describe the challenges in realizing a practical adaptive beamforming

system.

4.4.1 Determination of Adaptive Beamformers

Determining an adaptive beamformer that caters to all users in the multicast group

is a challenge in itself. To see this, consider the objective of maximizing the minimum

rate of the users in the multicast group under constant transmit power constraint. The

problem can alternatively be posed as minimizing the transmit power while satisfying
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a minimum rate requirement for all users [24].

The rate of the kth user can be written as

Rk = log2(1 + hkww∗h∗
k) (4.1)

The multicast beamforming problem is then

maxw min
k
{log2(1 + hkww∗h∗

k)}

s.t. w∗w ≤ P

where P is the total power constraint. Without loss of generality I assume ||s||2 =

1. Also, we note that the power constraint w∗w ≤ P has to be satisfied with equality,

since otherwise wopt (the value of w in the optimal solution) can be scaled up such

that the power constraint is satisfied with equality and this increases the objective

function and is therefore a contradiction.

Here, optimizing the rate is equivalent to optimizing the minimum SNR of the

multicast group. Hence, the problem can be alternatively presented as the maximiza-

tion of the minimum received SNR of all users, i.e.

P1 : maxw min
k
{w∗h∗

khkw}

s.t. w∗w ≤ P

The problem formulation in P1, is a quadratically constrained quadratic opti-

mization program (QCQP), which is a non-convex problem and its discrete version



72

is NP-hard as well. This makes it challenging to design an efficient algorithms to

compute an adaptive multicast beamformer.
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Figure 4.2 : Impact of user size on adaptive gain.

4.4.2 Scheduling

While the above challenge pertains to finding an adaptive beamformer for a group of

users, the next aspect to understand is whether all users should be jointly beamformed

to. I perform an experiment, where I increase the number of users in the multicast

group from one to five in the topology of Fig. 4.6(a). The adaptive beamformer is

determined for each group and the gain of the resulting minimum SNR of the beam-

formed transmission over omni-directional transmission is plotted in Fig. 4.2. It can

be seen that as the size of the group increases, the adaptive beamforming benefits

tend to decrease with its performance tending to that of an omni transmission. This
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is because as the size of the group increases, the randomness of the channel vectors

of different users makes the beamformed vector tend to that of an omni-directional

transmission so as to cater to all the users. This in turn advocates the partition-

ing of users in a large multicast group into sub-groups of smaller size and enabling

beamforming to improve transmissions in each of the sub-groups. The need for such

partitioning (scheduling) is exacerbated in the presence of discrete rate tables. For

example, consider two users that each achieves a 5 dB SNR when jointly beamformed

to. With 802.11 rate table of Fig. 4.6(d), the transmission rate would be 1Mbps.

Now, if sequential serving of the users increases each user’s SNR by 3 dB, the re-

sulting data rate of each client would be 9 Mbps. Thus, if the transmission time of

transmitting L bytes with joint serving is L
1
, the required time with sequential serving

would be L
9
+ L

9
= L

4.5
, which is a gain of 450%.

Introducing scheduling complicates the beamforming problem further. Note that

when users are partitioned into sub-groups, there is a (time) multiplexing loss with

different sub-groups receiving transmissions sequentially. Hence, there is a tradeoff

between operating on low rates (low min SNR) by beamforming to all the users in

one shot or operate on higher rates in each sub-group but incur the multiplexing loss.

4.4.3 Channel Dynamics and Feedback Rate

The above two challenges are with respect to determination of a solution under the

assumption of instantaneous channel information from clients. However, in any prac-
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a) Magnitude b) Phase

Figure 4.3 : Channel variations.

tical system, channel state feedback constitutes overhead and may not be available

for every single packet. The mobility of clients further reduces the coherence time of

the channel, thereby requiring increased feedback frequencies, the absence of which

could render the feedback both outdated and inaccurate.

I conduct an experiment, where the AP transmits 100 pkts/sec to a static client at

night. The client estimates the channel from the decoded preambles. The variation in

the channel magnitude and phase for the measured samples in an interval is plotted

as a function of the interval size in Fig. 4.3. The experiment is then repeated for a

mobile client and the corresponding results are also indicated. It can be seen that the

channel dynamics are almost negligible for a static client, indicating a large coherence

time for the channel as well as its ability to withstand reduced feedback frequencies.
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However, with a mobile client, the situation is quite the contrary, where the mean

channel magnitude and phase variations are around 1 dB and 20-30o respectively.

Note that the corresponding large standard deviation especially in the channel phase

(critical for adaptive beamforming) indicates the small coherence time of the channel,

thereby requiring high feedback frequencies on the order of few milliseconds.

Hence, it becomes important to understand the sensitivity of the adaptive beam-

forming solution for multicast to such channel dynamics as well as feedback frequency,

and hence incorporate robustness into its design.

4.5 Design of ADAM

In this section, I describe the design of ADAM, the adaptive beamforming based

multicast system that addresses the identified challenges. I first propose a joint user

scheduling and beamformer design problem with the objective of minimizing the time

that it takes to disseminate data to the multicast clients. Next, I propose efficient

algorithms that are implemented in ADAM and are suitable for a practical system

design. I address the impact of channel dynamics and ADAM’s solutions to increase

robustness in Section 4.8.

4.5.1 Components of ADAM

Once the AP receives data to be disseminated for a multicast session, ADAM operates

as follows:
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• Step 1: AP sequentially transmits training symbols on each of its antennas.

• Step 2: Each client measures the channel amplitude and phase for each of the

transmitting antennas.

• Step 3: Clients sequentially feedback channel information to the AP.

• Step 4: AP runs its algorithms which partition the clients to different groups

and find the beamformer for each group.

• Step 5: AP selects the appropriate rate for each group based on a rate table,

and transmits multicast data.

The main algorithmic component of ADAM is to design efficient user partitioning

and multicast beamformer for Step 4. To evaluate this, I use the notion of schedule

length (delay) required for multicast data transfer to the entire group as the metric of

optimization. I assume a packet delivery ratio (PDR) requirement of 100% for all of

the clients. If some of the clients can tolerate a lower PDR, it can be incorporated in

the solution. Furthermore, it is possible for an AP to send multiple multicast packets

in each schedule in order to reduce overhead. The periodicity of channel estimation

procedure can be determined based on its incurring overhead, the required PDR for

each client, and the dynamics of channel due to user mobility or variations in the

environment.
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4.5.2 Problem Formulation

Assume K users in the system, and a multicast data size of L bytes. The objective is

to partition the users into J groups and transmit L bytes sequentially on each group,

such that the total schedule length to deliver L bytes to all users is minimized. The

problem can be formally stated as:

P2 : min
J

∑

j=1

L

R(SNRj)

s.t. w∗
jwj ≤ P

SNRj = min
k∈Sj

(hkwjw
∗
jh

∗
k)

where j is the number of partitions, Sj is the set of user indices and wj is the

beamforming vector for each partition j. The rate function R(SNR) maps SNR

into the appropriate rate and it may be a continuous (e.g., log based capacity) or a

discrete function. In practical systems there are only a finite set of modulation-coding

schemes, which result in discrete rate functions. Hence, the emphasis of the work is

on discrete rates.

As described in Section 4.4.1, finding a multicast beamformer is NP-Hard even for

a single multicast group. The above problem formulation is further complicated as

the optimal grouping depends on the rate of each group, which itself is dependent on

the beamformer vector for that group and has a discrete nature for practical purposes.
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To address these issues, I adopt a decomposition approach which divides the problem

into two sub-problems in a manner that allows the two sub-problems to re-inforce each

other. For a given number of groups, I first parition the users into groups based on the

“closeness” of their channels. This allows us later to determine an efficient adaptive

beamformer for the clients within the same group. I then employ a greedy, one-shot

algorithm to provide a near-optimal multicast beamformer within each group.

By combining the above two sub-problems, I have developed two algorithms to

solve the joint partitioning and beamformer (JPB) design problem of P2. The algo-

rithms are as follows:

JPB-A (All): This algorithm considers up to K number of partitions. Given the

number of partitions (groups) j, it determines the client membership to the groups as

well as the beamformer for each group, and calculates the resulting schedule length.

Finally, JPB-A selects the number of partition j∗ along with the corresponding beam-

formers and client membership that yield the minimum schedule length among all.

JPB-S (Successive): This algorithm increases the number of partitions one by

one only if additional partitioning of the clients decreases the schedule length.

The above two algorithms need to address two sub-problems: given a number of

partitions, how to assign the clients to the given number of partitions; next, design

an appropriate beamformer for the clients within each group. These two components

are discussed next.
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4.5.3 User Partitioning

In order to optimize the overall performance, the users that are grouped together

would be selected such that a beamformer that is appropriate for one is also desirable

for the rest of the users in the group. This can significantly increase the minimum

SNR of the group and the resulting transmission rate. I use the notion of chordal

distance [25] between two vectors as the metric for closeness of user channels. Given

two users with channels hi and hj , the chordal distance between the channels is

defined as:

dc(hi,hj) =

√

1−
|hih∗

j |2
|hi|2|hj|2

(4.2)

The multicast beamformer can be efficiently designed for a group of channels with

low chordal distance between each other. This is because of two reasons. First, a

beamformer w that has a low chordal distance from one channel in such a group,

would have a low chordal distance from any other channel in the group due to the

following property of chordal distance

|dc(hi,w)− dc(hj,w)| ≤ dc(hi,hj) (4.3)

Second, based on Eq. 4.2, minimizing dc(hj ,w) is equivalent to maximazing

w̃h̃jh̃
∗
jw̃

∗ (SNR) where w̃, and h̃j are the normalized beamforming vector and nor-

malized channel vector.
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Hence, when I later design a beamformer for clients that are grouped together

based on their chordal distance, the beamformer would efficiently increase the SNR

across all the clients.

Algorithm 1 summarizes the procedure for grouping of users into a given number

of partitions. The algorithm is mainly composed of two steps:

Step 1: (Line 11) Partitioning: during this users are assigned to partitions which

have the least chordal distance from the centroid or mean of the partition.

Step 2: (Line 13) Finding the centroid: the new mean of each partition is calcu-

lated.

Algorithm 1 takes the number of iterations as an input and converges to a parti-

tioning in a small number of iterations.

4.5.4 Multicast Beamformer Design

The remaining component in algorithms JPB-A and JPB-S is that for a given set

of users that are grouped together, how to design a beamformer that maximizes the

minimum SNR of the users (problem P1). The solution to the optimization problem

in P1 is equivalent (up to a scaling constant) to the solution to the following problem

P3 : minw w∗w

s.t. min
k

w∗h∗
khkw ≥ α, ∀k ∈ [1, K]
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Algorithm 1 Multicast user partitioning GM-UP.
1: Input:

2: Channel vectors hk, 1 ≤ k ≤ K

3: Number of partitions J and number of iterations Q

4: Output:

5: A partitioning of K clients into J sets (S1, ..., SJ)

6: Normalize the channel vectors hk = hk

|hk|
, 1 ≤ k ≤ K

7: Randomly assign clients to partitions s.t. |S(0)
i | 6= 0

8: Let M
(0)
i = 1

|S
(0)
i |

∑

k∈S
(0)
i

hkhk
∗

9: Find partition centroid: m
(0)
i = largest eigenvector M

(0)
i

10: for t = 1 to Q do

11: ∀j = 1, ..., J : Let St
j = {k : dc(hk, m

(t−1)
j ) ≤ dc(hk, m

(t−1)
i ), ∀k = 1, ..., K, ∀i =

1, ..., J, j 6= i}

12: Let M
(t)
i = 1

|S
(t)
i |

∑

k∈S
(t)
i

hkhk
∗

13: Find partition centroid: m
(t)
i = largest eigenvector M

(t)
i

14: end for

15: Si = S
Q
i ∀i ∈ {1, ...J}
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This is because the optimal solution to P1 will be given by the product of α and a

scaling constant.

The Lagrangian and the KKT (Karush-Kuhn-Tucker) conditions for the optimal-

ity of P3 can be written as:

L(w, λ) = w∗w +

K
∑

k=1

λk(α−w∗h∗
khkw)

▽wL(w, λ) = 2w− 2

K
∑

k=1

λkh
∗
khkw = 0 (4.4)

λk(α−w∗h∗
khkw) = 0 (4.5)

where λ = [λ1, . . . , λk, . . . , λK ] and λk ≥ 0, ∀k ∈ [1, K].

Based on the optimality conditions in 4.4 and 4.5, I make the following two ob-

servations, which serve as the basis for the beamformer design algorithm.

Observation 1: The multicast beamformer w is a linear combination of h∗
ks.

This can be inferred from 4.4. The reason is that 4.4 can be written as

w =

K
∑

k=1

λkh
∗
khkw =

K
∑

k=1

λkh
∗
kak =

K
∑

k=1

βkh
∗
k (4.6)

where ak = hkw and βk = λkak are scalar values.

Observation 2: Given a permutation of the users, the optimal solution can be

represented as a function of the orthogonalized channels of each user with respect to

the channels of users preceding it in the permutation.
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This can be inferred from (4.5). Motivated by the above observation, I provide

a greedy approach to solve problem P3. Suppose that M out of K values of λk are

non-zero and the rest are zero. Assume an ordering π(k) of users where λπ(k) 6= 0

for 1 ≤ k ≤ M . For a given permutation π and for all k from 1 to K, let h∗
π,π(k)

be the vector obtained by successively orthogonalizing h∗
π(k) to all prior h∗

π(i) for

i = 1, . . . , k − 1. I can rewrite (4.6) as

w =

K
∑

k=1

βπ,kh
∗
π,π(k) (4.7)

Note that by using the KKT condition and the assumption that λπ(k) 6= 0 for 1 ≤

k ≤ M , the constraint α − w∗h∗
π(k)hπ(k)w ≤ 0 has to be satisfied with equality for

indices π(k), 1 ≤ k ≤ M . By using (4.7) and orthogonal construction of h∗
π,k I have

the following for j = 1, . . . ,M

α = (
K
∑

k=1

β∗
π,khπ,π(k))h

∗
π(j)hπ(j)(

K
∑

l=1

h∗
π,π(l)βπ,l)

= (

j
∑

k=1

β∗
π,khπ,π(k))h

∗
π(j)hπ(j)(

j
∑

l=1

h∗
π,π(l)βπ,l) (4.8)

The expression (4.8) has the following interpretation, which can be used to build

a greedy solution. When j = 1, I have

α = β∗
π,1hπ,π(1)h

∗
π(1)hπ(1)h

∗
π,π(1)βπ,1 (4.9)
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In this case βπ,1 can be found easily to satisfy the condition. Next for j = 2, I have

α = β∗
π,1hπ,π(1)h

∗
π(2)hπ(2)h

∗
π,π(1)βπ,1 (4.10)

+ β∗
π,2hπ,π(2)h

∗
π(2)hπ(2)h

∗
π,π(2)βπ,2

+ 2Re{β∗
π,1hπ,π(1)h

∗
π(2)hπ(2)h

∗
π,π(2)βπ,2}

Now, βπ,2 can be found to satisfy this condition given that βπ,1 from the previous step

is used. Note that the successive orthogonality of hπ,π(k) with respect to k ensures

that the conditions that are met before still remain intact as I find the values for

the next βπ,k. However, at each step the value for βπ,k that satisfies condition (4.8)

might not be unique and hence it should be chosen so as to minimize the norm of the

multicasting beamformer w at the final step.

Thus, the key steps of the greedy algorithm are as follows.

Step 1: For a given permutation of users, orthogonalize the user channels with

respect to the channels of users preceding it in the permutation (steps 6-8).

Step 2: With the help of the orthogonalized channels determined, each weight

βπ,k is obtained successively as a function of the orthogonalized channels of users [1, k]

such that they minimize the norm of w (steps 9-20).

Step 3: Steps 1 and 2 are repeated for every permutation π to obtain the corre-

sponding beamforming vector wπ. The final beamforming vector is obtained as the

one that has the minimum norm over all permutations (step 21) and the correspond-

ing permutation π̂ is obtained similarly as the one for which the beamforming vector
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Algorithm 2 Greedy algorithm for multicast beamformer design GM-BF.
1: Input:

2: Channel vectors hk, 1 ≤ k ≤ K; SNR threshold α > 0; Set of user permutations Π

3: Output:

4: A permutation π̂ of K users; The beamforming vector w =
∑K

k=1 βπ,kh
∗
k

5: for all π ∈ Π do

6: for k = 1 to K do

7: hπ,π(k) ← hπ(k) −
∑k−1

l=1

hπ(k)h
∗

π,π(l)

‖hπ(k)‖ ‖hπ,π(l)‖
hπ,π(l)

8: end for

9: βπ,1 ←
√
α |hπ,π(1)h

∗
π(1)|−1

10: for j = 2 to K do

11: A← |hπ,π(j)h
∗
π(j)|2; B ← (

∑j−1
k=1 β

∗
π,khπ,π(k))h

∗
π(j)hπ(j)h

∗
π,π(j)

12: C ← |hπ(j)

∑j−1
k=1 h

∗
π,π(k)βπ,k|

13: if C ≥ α then

14: βπ,j = 0

15: else

16: βπ,j =
1
A

(

|B|+
√

|B|2 +A(α− C)
)

e−jϕ(B), where ϕ(B) is the phase of B.

17: end if

18: end for

19: wπ =
∑K

k=1 βπ,kh
∗
k

20: end for

21: w = argminwπ ‖wπ‖

22: π̂ = argminπ ‖wπ‖
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has the minimum norm (step 22).

As we can see, the greedy approach tries to minimize the norm at each step

although the optimal solution might not necessarily abide by this structure. For any

given permutation function π(k), if I perform this greedy algorithm for all values

of k for k = 1, . . . , K, we can always find a vector w such that all the constraints

α−w∗h∗
π(k)hπ(k)w ≤ 0 are at least satisfied with equality.

The key advantage of the proposed algorithm is that there is no need for an itera-

tive approach as in prior works [23]; such iterative approaches require fine adjustments

to the solution parameters to obtain fast convergence and avoid divergence and are

not amenable to practical implementations.

Note that in case that a large number of users are grouped together, considering

all possible permutation of the users can become intractable. In this case, consider

a small number of randomly selected permutations such that the overall algorithm is

computationally tractable.

4.6 System Implementation

4.6.1 Hardware and Software

My implementation is based on the WARPLab framework as described in Chapter 2.

In this framework, all WARP boards are connected to a host PC through an Ethernet

switch. The host PC is responsible for baseband PHY signal processing, while WARP

boards act as RF front-ends to send/receive packets over the air. Table 4.1 specifies
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Frequency 2.4 GHz - Channel 14

Bandwidth 625 KHz

Payload size 100 bits

Modulation
BPSK, QPSK

16-QAM, 64 QAM

Convolutional Codes
Generator polynomials: g0(133)

g1(171), Rate = 1/2, 2/3, 3/4

Base data rate 156 Kbps at 1/2 rate

Table 4.1 : WarpLab Physical layer parameters.

the PHY parameters used in the evaluation. The APs use four radio boards which

are connected to 3 dBi antennas, and are mounted on a circular array structure with

a half-wavelength (λ
2
) distance between adjacent antennas (6.25 cm at 2.4 GHz).

Note that the implementation uses a channel bandwidth of 652 KHz. This channel

bandwidth is smaller than the 20 MHz channel bandwidth used in 802.11 a/b/g. I

emphasize that similar experimental results would be obtained with a higher channel

width provided that either flat fading channel conditions exist or more accurate chan-

nel information is available. For example with OFDM modulation based standards

(e.g., 802.11 a/g) where the channel is divided into many subcarriers, per subcarrier

(or a group of subcarrier) channel information provides accurate channel information.
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4.6.2 Multicasting Framework

I implemented three multicast mechanisms on the testbed.

Omni. This mechanism obtains periodic SNR feedbacks from all of the clients

in the multicast group. Next, it transmits multicast packets with the rate that is

supported by the weakest client. This mechanism always uses the first (fixed) antenna

for transmission.

Multicasting with Switched Beam Antennas. I have considered Linear and

Circular arrays for switched beamforming with 3 and 4 orthogonal beams respectively.

Fig. 4.4 depicts the beam patterns that are created for these antenna arrays. In

a linear array with antenna separation distance of 15∗λ
100

, 3 orthogonal beams can

be created [26]. Fig. 4.4(a), and 4.4(b) depict two of these beam patterns. With

appropriate shifting of the phase across the antennas, a third beam can be generated

that is similar to Fig. 4.4(a), which however will point towards the 0o direction. In

circular arrays, antenna elements are placed in a circle with equal distance between

each two neighbor antennas. Fig. 4.4(c) depicts the resulting beam pattern for

separation distance of λ
2
[26]. With appropriate shifting of the phase across the

antennas, the beam pattern of Fig. 4.4(c) can be rotated to point towards the -90o,

0o, and 90o directions, thus, providing 4 orthogonal beams.

I have implemented switched multicast beamforming according to [20], whose so-

lutions search over beam patterns that are a superset of those considered in [21],

and shows considerable gains compared to [21]. In this approach, the base station
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transmits training symbols for each of its beams sequentially. Next, the clients feed-

back the beam index on which the strongest signal was received, together with the

corresponding beam index. The base station then constructs a set of optimal beams

to cover all of the clients. However, when a composite beam is used, the total power

is equally distributed among its constituent beams. In such cases, the algorithm pre-

dicts the resulting SNR of the clients that are associated to a composite beam and

selects a rate that is supported by the client with the lowest SNR.
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(a) Linear beam pattern 1
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(c) Circular beam pattern 1

Figure 4.4 : Switched beam patterns
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ADAM. I have implemented the components of ADAM based on the discussion

in the previous section.

4.6.3 Implementation

I now describe the components of the implementation.

Channel Training During the channel training, the transmitter sends a known

preamble. The preamble is composed of a training sequence and a pilot tone. The

training sequence is used to achieve frequency and phase synchronization between

the transmitter and receiver. The pilot is used for actual channel estimation. In

omni, the preamble is sent over the fixed antenna. For each of the beam patterns in

switched beamforming, the preamble is multiplied by the corresponding beam weight.

The weighted preambles are next transmitted sequentially. In adaptive beamforming,

the base station transmits the preamble sequentially on each of its antennas. Thus,

clients can correctly measure the channel for each transmitting antenna.

Channel Estimation. During the channel estimation, each client measures the

h or SNR for each of the preambles and sends it to the host PC. In omni, each

of the clients measure the preamble’s SNR and feeds back its value. In switched

beamforming, each beam pattern’s SNR is measured and the value of the highest SNR

together with its beam index is fed back. In adaptive beamforming, h is measured

and fed back by each of the clients. The feedback delay of the implemntation is

approximately 60 ms.
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Parameter Value

Number of multi-paths 9

Fading model per path Rayleigh

Delay per path (ns) 0, 10, 20, 30

40, 50, 60, 70, 80

Path loss per path (dB) 0, 5.428, 2.516, 5.890, 9.160

12.510, 15.612, 18.714, 21.816

Table 4.2 : Channel model parameters.

Modulation and Coding Scheme (MCS) Selection. All of the studied pro-

tocols in this paper, select a MCS according to the resulting SNR. Thus, I need

to quantify the SNR-rate relation for the WARP boards. I have used the Azimuth

ACE 400WB channel emulator [16] to find the WARP board’s rate table. I connect

one single antenna transmitter and one single-antenna receiver to the emulator and

vary the SNR accross the full range of allowable received power for the WARP radio

board. The channel profile parameters used by the channel emulator are adapted from

the 802.11n task group (TGn) models for a small office environment. The channel

emulator parameters are summarized in Table 4.2.
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Fig. 4.5 shows the packet delivery ratio (PDR) as a function of received power

for various MCSs. I select the rate of an SNR value, as the highest MCS such that

the given SNR achieves 100% PDR.
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Figure 4.5 : WARP board SNR-rate relation.

Multicast Packet Transmission. In this step, the AP obtains the appropriate

channel information (SNR or h) by all of the clients. It then sends the multicast

packet with the parameters according to the corresponding protocol.

4.6.4 Performance Metrics

All of the indoor experiments are conducted during night in an interference free

environment and with static nodes. Experiments were conducted on the 802.11 2.4

GHz channel 14, which consumer devices are not allowed to use in the USA. As

observed in Fig. 4.3, the variations in channel amplitude and phase in such conditions
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are such that the channel remains coherent during the experiments. This allows for

valid comparison among multiple multicasting schemes that are studied in this paper.

Each data point in the indoor over-the-air experiments is an average of fifty samples.

In the channel emulator based experiments, I take 1000 SNR measurements for each

data point. I consider the received signal strength (dBm), schedule length (delay),

packet delivery ratio (PDR), and throughput as the metrics for comparison of different

schemes studied in this paper. I define PDR and throughput for a client, based on the

number of packets that are received correctly by that client over all the transmitted

packets. Next, I define the multicast PDR and the multicast throughput as the

average of PDRs and throughputs over all of the clients.

4.7 Gains of Adaptive Beamforming

In this section, I compare the performance of ADAM to omni and switched beamform

multicasting. I also evaluate the algorithmic components of ADAM.

Scenario. Fig. 4.6(a) depicts the experimental setup in which I deployed 6 nodes

in an office environment. Nodes 1 and 2 each have four antennas and thus, can be

used as transmitters or single-antenna receivers. I first consider node one as our trans-

mitter, and amongst the remaining five nodes, consider all subsets of two, three, four,

and five nodes as the different client sets for generating different topologies. I repeat

the experiment with node 2 as the transmitter, leading to a total of 52 topologies. For

each of these topologies, I measure the schedule length for the multicasting systems
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considered in this paper.

4.7.1 Impact of discrete rates

Performance Gains: Fig. 4.6(b) shows the schedule length of ADAM when the rate

is selected according to the WARP SNR-rate relation of Fig. 4.5. Topology indices

1-10, 21-30, 41-45, and 51 are respectively 2,3,4, and 5 client topologies with node 1

as the transmitter. Topology indices 11-20, 31-40, 46-50, and 52 correspond to node

2 as the transmitter.

Fig. 4.6(b) shows that for some of the topologies with node 1 as the transmit-

ter, ADAM provides negligible gains compared to omni. For these topologies, the

minimum rate that is supported by omni is high. Thus, the increase in SNR due to

adaptive beamforming does not provide high throughput gains. However, in topolo-

gies where at least one client has a weak channel, the gains of adaptive beamforming

are much higher. In such topologies, omni would choose the lowest rate such that

all clients can successfully receive the packet. A similar increase in the SNR would

then result in high gains due to the nonlinear mapping of SNR-rate of WARP boards.

On average, in this experiment ADAM reduces the schedule length by a factor of 2.8

compared to omni.

Sub-optimality of Partitioning: Fig. 4.6(b) also compares the performance

of ADAM’s user partitioning (JPB-A) to the optimal partition. I find the optimal

partition of a given topology, by considering all possible partitions of its correspond-
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Figure 4.6 : Gains of ADAM.
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ing client set and selecting the one with the minimum schedule length. According

to Fig. 4.6(b), JPB-A has a performance that is very close to that of the optimal

partition. On average, JPB-A increases the schedule length only by 7% compared to

that of the optimal partition.

Dynamic Range of Rate Tables: ADAM’s user partitioning and its overall

schedule length is dependent on the SNR-rate mapping of its hardware. I now explore

ADAM’s performance when I select the rates according to 802.11’s rate table. The

SNR-rate mapping of 802.11a is shown in Fig. 4.6(d). Fig. 4.6(c) depicts the schedule

length of ADAM as well as omni. In order to measure the schedule length, I measure

the beamformed multicast packet’s SNR at the corresponding clients. Next, I map the

measured SNR to 802.11 rate table of Fig. 4.6(d) and calculate the resulting schedule

length for each of the schemes.

Fig. 4.6(c) shows that ADAM has significantly reduced the schedule length with

an average reduction factor of 9. 802.11a uses OFDM modulation with rates of 6

to 54 Mbps. It also supports basic rates of 1 and 2 Mbps with DSSS modulation.

Thus ADAM has the potential to provide gains as high as 54. This in turn results

in additional decrease in schedule length as compared to WARP board’s SNR-rate

table.

Finding: ADAM with four antennas can reduce the schedule length by about 2.8

times compared to omni. As the SNR of the weakest client increases, ADAM’s gain

decreases. ADAM’s gains are also highly dependent on the SNR-rate table used by
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Figure 4.7 : Algorithm evaluation.

the specific hardware and can significantly increase when the dynamic range of a rate

table is high.

4.7.2 Algorithm Evaluation

I now evaluate the algorithmic components of ADAM. I start by comparing the per-

formance of JPB-A and JPB-S. JPB-A considers all possible number of partitions ([1

to K]) for K clients, whereas JPB-S successively increases the number of partitions

(details in Section 4.5.2).

Performance vs. Complexity: Fig. 4.7(a) depicts the commulative fraction

(CDF) of the ratio between schedule length of the optimal user partitioning to that

of the proposed partitioning algorithms. Observe that JPB-A achieves a schedule

length that is close to that of optimal user partitioning. However, the performance
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of JPB-S could be significantly lower than JPB-A. Our results show that JPB-S can

converge to a local minimum, while JPB-A considers a higher number of partitions

and thus can achieve a better performance.

Optimal Partition Size: Fig. 4.7(b) shows the CDF of the optimal partition

sizes for three different transmission powers. For high transmission powers (RF trans-

mit gain 50), up to 85% of topologies do not require partitioning. As I reduce the

transmission power, the need for partitioning increases. Fig. 4.7(b) shows that with

10 dB reduction in transmission power (20 step reduction in RF gain), only 10% of

the topologies would not require partitioning, while 70% would require at least two

partitions. The need for partitioning with low power is due to two reasons: First,

with a low transmission power, it may not be feasible to serve all of the clients in the

same group. Second, with low transmission power, a higher number of clients would

have low quality links. Due to the discrete nature of SNR-rate mapping and the fact

that SNR increase in lower rates results in higher throughput gains, beamforming to

a smaller group size provides a higher gain compared to serving all users together.

Finding: In general, the optimal partition size of K clients should be exhaustively

found by considering up to K partitions. However, the experimental results show

that the typical number of optimal partitions is low. Thus, in order to reduce the

computational complexity one can limit the number of partitions to a small constant,

independent of K.
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4.7.3 Adaptive vs. Switched beamforming

In this section, I compare the performance of ADAM to that of switched beamforming.

I have used the same experimental setup of Fig. 4.6(a). For each topology, I first

perform adaptive beamforming. Next, without changing the antenna array, I perform

switched multicast beamforming by using the pre-determined beams for the circular

array. Finally, I change the antenna array to a linear array and perform switched

multicast beamforming with its corresponding beam weights. While changing the

antenna array, I keep the first antenna at its former location. Since the performance

of omni is only dependent on the first antenna, its schedule length remains similar to

that of Fig. 4.6(b)).

Drawback of Switched Beamforming: Fig. 4.8(a) shows the main drawback of

switched beamforming for multicasting. The resulting PDR of switched beamforming

could be a lot lower than the predicted 100%, and could be equal to zero for many

topologies. This is due to the composite beam construction of switched beamforming.

In particular, switched beam algorithms predict the resulting SNR of a composite

beam according to the SNR of the constituent beams. According to [20], when two

beams are combined together, the power allocated to each beam is distributed in half

(with resulting SNR on each beam being 3 dB less) so that the total power remains

unchanged, and selects a MCS accordingly.

I have performed an experiment to show the inaccuracy of such a modeling as-

sumption. For each of the clients in the topology of Fig. 4.6(a), I find the beam that
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achieves the highest SNR for both linear and circular array structures. Next, for each

client I construct a two-lobe composite beam by combining its best beam, with every

other beam of that particular antenna array. Finally, I measure the resulting SNR of

the constructed composite beam, and subtract it from the SNR obtained by using the

best beam alone. Fig. 4.8(b) shows the cumulative results (over beam combinations)

for both linear and circular arrays. While [20] assumes that combining two beams

would result in a 3 dB SNR drop, the experimental results reveal quite the contrary,

indicating that the resulting SNR could be significantly higher or lower than the pre-

dicted SNR. This is because, even when the constituent beams are orthogonal, when

a composite beam is used in an indoor multipath environment, the resulting energy

at each client not only depends on its chosen constituent beam but also on other

beams due to reflections and multipath scattering. Depending on whether the result-

ing effect is constructive or destructive, the resulting SNR could be higher or lower

and hence highly inaccurate compared to that predicted from its chosen constituent

beam.

Relative Gains: I now compare the gains of ADAM and switched beamform-

ing with respect to the omni baseline of Fig. 4.6(b). ADAM provides and average

gain of 2.8 over omni. Switched beamforming provides an average gain of 1.6 (with

circular array), and 1.3 (with linear array) over omni. It is clear that even without

considering PDR, switched beamforming provides limited gains compared to ADAM,

which consistently outperforms switched beamforming in every topology. This can
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be attributed to the fact that switched beam uses only a finite set of pre-determined

beams which might even have a lower gain compared to an omni transmission in the

presence of multipath. Indeed, by comparing Fig. 4.6(b) and Fig. 4.8(c) we observe

that in many scenarios switched beamforming would not be used and instead the

switched beam algorithm would end up using 802.11’s omni transmission.

Finding: Switched beamforming for multicasting has fundamental limitations in

indoor multipath environments. First, ADAM benefits from indoor multipath by

choosing appropriate weights that reinforce the multipath components at the receiver,

whereas switched beamforming has limited gains due to pre-determined beam patterns.

Second, the resulting SNR of a composite beam could be significantly lower than the

predicted SNR, thus lowering the PDR and increasing the actual schedule length.

4.8 Impact of Channel Dynamics

The experiments so far were conducted with perfect channel information at the trans-

mitter. However, in any practical system the rate of channel feedback that is available

from a client may not be sufficient compared to the coherence time of its channel. The

channel feedback time scale could be inherently limited in the system for overhead

reduction, and/or the channel coherence time could be small due to high variations in

the environment or client mobility. This would cause inaccurate channel information

at the transmitter which can significantly reduce the gains of ADAM and may even

degrade its performance to worse than omni. In this section, I first explore the rela-
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tion between channel feedback rate and channel coherence time on the performance

of ADAM. Next, I propose solutions to compensate for the lack of timely channel

feedback, such that the benefits of ADAM are retained.

Scenario. In order to have precise and repeatable channel conditions, I use a

channel emulator for the experiments within this section. I use the same channel

emulator configuration setup of Section 4.6. However, the topology is composed of

a four-antenna transmitter, and three single-antenna receivers. The three receivers

constitute a single multicast group to whom the the transmitter jointly beamforms.

4.8.1 Feedback Rate and Coherence Time

I now evaluate the gains of beamfoming in changing channel conditions as a function

of feedback rate. Specifically, I vary the time scale of channel information feedback

(tf ) that is available at the transmitter. Once the transmitter obtains the channel

information, it jointly beamforms towards the clients and transmits back-to-back

multicast packets until the next channel information feedback is available. I repeat

this experiment for four coherence time (tc) values of 120, 64, 16, and 8 ms. The 120

and 64 ms tc values are associated with a fixed wireless endpoint in slowly and highly

varying environments, respectively. The 16 and 8 ms tc values are associated with a

typical pedestrian client in slowly and highly varying environments.

Coupling between tf and tc: Fig. 4.9(a) shows the average PDR as a function

of channel feedback time scale for different coherence times. We observe that the
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Figure 4.9 : Impact of coherence time and feedback rate on ADAM.
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PDR of multicast beamforming drops as the time scale of channel feedback increases

for a given coherence time, or as the coherence time decreases for a fixed feedback

time scale. This drop in PDR is significant for smaller coherence times (16 and 8

ms) associated with user mobility. We also observe that for 8 ms coherence time, the

time scale of 10 ms for channel feedback results in approximately 8% drop in PDR,

whereas 100% PDR is achieved for all of the other tc.

To understand the reason for the drop in PDR, I evaluate the variation in the

received average SNR of clients in the multicast group in Fig. 4.9(b) as a function of

channel feedback time scale. In these experiments, I measure the SNR value for every

packet over all of the clients and plot the average SNR and its standard deviation.

We observe that the average SNR drops as the time scale of channel feedback (tc)

increases for a given coherence time (tf), or the coherence time decreases for a fixed

feedback rate, thereby corroborating the corresponding trend observed in PDR. This

also indicates the strong coupling between tf and tc (specifically the ratio of s =
tf
tc
)

that keeps track of channel dynamics and hence impacts the multicast performance

of a group.

Finding: Channel variations reduce the effective SNR of a multicast group, which

in turn depends on both tf and tc, and more specifically on s =
tf
tc

Impact on Performance: I next compare the performance of ADAM to omni.

In omni, the transmitter selects a rate that is supported by the weakest client. This

rate is used for all of the multicast packets until the next SNR feedback is available.
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Omni with base rate uses the lowest MCS without any feedback requirement from

the clients. This approach is currently implemented in 802.11 for multicasting.

Fig. 4.9(c) depicts the throughput results for 16 and 64 ms coherence times.

While both ADAM and omni (denoted as omni FB) are highly sensitive to accurate

channel information, the sensitivity is higher in ADAM as expected due to its stronger

dependence on channel information. What is interesting is that even in the presence

of increased channel dynamics, ADAM continues to provide gains over 802.11 with

feedback. However, at extremely reduced feedback rate (tf = 500 ms) and small

coherence time (tc = 16 ms), i.e. large s values, both the schemes degrade to perform

even worse than omni with base rate.

Finding: In order to realize the benefits of ADAM, channel information must be

obtained in relation to the clients’ coherence times. Inaccurate channel information,

characterized by large s values, can significantly reduce the multicast throughput to

even lower than omni with base rate.

4.8.2 Reduced Feedback and Mobility

In any multicast system, the required PDR is dependent on the application. As seen

in Fig. 4.9(a), for a given PDR requirement, clients with smaller coherence times

require more frequent feedback. This could result in significant training and feedback

overhead especially with a high number of clients and/or transmit antennas. Also,

when clients in a multicast system have different coherence times, a single client with

a small coherence time is sufficient to significantly increase the training overhead.
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This is because the frequency at which the AP should transmit training symbols on

each of its antennas depends on the client with the smallest coherence time. Thus,

for any practical system it is desirable to reduce the feedback rate and hence the

overhead.

Since there is no control over tc of clients and would like to keep tf fixed to a

desired value to minimize the overhead, the resulting infrequent feedback (for clients

with small tc) reduces the effective SNR of the multicast system as seen in Fig. 4.9(b).

Hence, to account for the reduced effective SNRs, I propose to train ADAM’s opera-

tional SNRs based on both tf and tc. Since the inaccuracy in channel information is

directly related to s =
tf
tc
, training here refers to obtaining the SNR-rate profiles that

are specific to different s values. ADAM then categorizes clients based on their s value

and applies the appropriate s-rate table for each client in determining the effective

multicast rate. Thus, accounting for tf and tc of each client helps build robustness

into ADAM’s operation against infrequent feedback and client mobility.

s-valued Rate Tables: To train a rate table corresponding to a given s =
tf
tc
,

I perform an experiment with channel emulator with one sender and one receiver.

For each SNR value, the transmitter sends back-to-back packets to the receiver for a

duration of tf , measures the PDR and repeats this experiment for a thousand trials.

The emulator uses the same configuration parameters of Section 4.6. However, instead

of using a static channel (tc =∞), its tc value is based on the s parameter.

Fig. 4.10 shows the achieved PDR as a function of the SNR (dBm) for each of the
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Figure 4.10 : SNR-Rate for s = 50
8
.

WARP MCSs for an s = 50
8
(tf = 50,tc = 8 ms). Comparing Fig. 4.10 with Fig. 4.5,

we observe that the required SNR for 100% PDR is now increased. In other words, a

higher average SNR is required to sustain a given MCS so as to compensate for the

infrequent feedback available to track the channel dynamics.

Impact on Robustness: I now quantify the gains of training ADAM based

on s-rate tables. To achieve this, I use the same experimental setup of Fig. 4.9.

However, I obtain our rate table according to Fig. 4.10 for s = 50
8
. Fig. 4.11 shows

the performance of ADAM both with and without training for coherence times of 8

and 16 ms.

It can be seen that the gains of training are dependent on the time scale of channel

update. With a 10 ms update rate, the untrained system is capable of tracking

channel dynamics to yield high throughput. However, training becomes critical to
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Figure 4.11 : Impact of training on throughput.

sustain high throughput when channel update rates are equal or higher than tf for

the corresponding s. Since a trained multicast system selects a lower MCS to account

for channel variations, its resulting throughput compared to an untrained system

would be lower for feedback time scales smaller than tf , and higher for the time

scales larger than tf . Note that apart from throughput, PDR is another metric that

should be considered in selecting between a trained vs. untrained rate table. In the

above experiment, 100% PDR is achieved by the trained system for two data points,

whose (tc, tf) is (8,50) ms and (16,100) ms respectively. However, their s value is

the same (s = 50
8
), thereby indicating the performance dependence on the s value as

opposed to the individual tf and tc values.

Finding: Training a rate table based on coherence time and feedback rate allows

ADAM to effectively accommodate clients with varied (tc) values. The client specific
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SNR-rate mapping can be incorporated in the user scheduling optimization problem

to further reduce the overall schedule length, which is an interesting avenue for future

research.

4.9 Summary

In this chapter, I presented the design and implementation of ADAM, an adaptive

beamfoming system for multicasting in indoor wireless environments. I proposed effi-

cient algorithms to solve the joint scheduling and beamformer design problem. I also

implemented ADAM on the WARP platform, and through extensive indoor measure-

ments showed significant gains compared to switched beamforming and omni. I also

investigated the performance of ADAM as a function of channel feedback rate and

user mobility, and proposed solutions to increase its robustness to channel dynamics.
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Chapter 5

Related Work
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5.1 Multi-User Beamforming

Single-User MIMO. Single-User MIMO systems, for example 802.11n [8] and BLAST

[27], enhance the capacity of a point-to-point communication link. When users have a

smaller number of antennas than the base station, the system capacity is constrained

by the receiver antennas. However, MU-MIMO schemes can benefit from the full num-

ber of antennas at the transmitter with a high number of users. In SUBF, multiple

antenna elements are used at the transmitter to increase a single link’s SNR values.

In [28], authors have implemented an SUBF platform to evaluate its performance

in indoor wireless networks. As a baseline for comparison, I have also implemented

the SUBF scheme. In [29], authors have performed EVM-based analysis for accurate

SNR measurement of SUBF. Such approach can also be done for MUBF to provide

accurate system performance analysis.

In [30], authors have developed a channel estimation scheme based on the received

power for each of the access point’s transmitting antennas. This approach could be

used by legacy devices for channel estimation in multi-user beamforming.

Multiple Antennas on Mobile Devices. Multiple antenna devices such as

wireless handsets are currently being produced. These devices use multiple (often

two) omni-directional antennas for antenna diversity [31, 32, 33, 34]. However, client

devices are typically constrained by cost and size and thus accommodate a lower

number of antennas as compared to access points. The focus of my thesis is in such

scenarios which are typical in current wireless LAN deployments.
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Spatial Reuse. Prior research has used directional [35, 36, 37] or sectorized [38]

antennas to increase SNR at intended receivers while increasing spatial reuse. [37]

performs experimental characterization of multi-antenna arrays in outdoor environ-

ments, while [35, 36, 38] investigate the spatial reuse capabilities of the aforemen-

tioned antenna technology in indoor wireless networks. Similarly, I have investigated

the benefits of ZFBF at reducing interference. However, in contrast to all prior work,

I experimentally show that ZFBF is able to increase SNR at intended receivers while

eliminating interference at any undesired location.

Theoretical Work on Multi-User MIMO. Extensive theoretical research ex-

ists on the subject of MU-MIMO [9, 39, 40, 41, 11]. Information theory results [9]

have shown that DPC [13, 11] is the optimal strategy in MIMO downlink channels.

However, DPC is difficult to implement due to extensive computational complexity.

ZFBF [12] is a simple strategy to serve multiple users simultaneously and it achieves

a large fraction of DPC capacity. There are several papers on ZFBF focusing on

different design criteria (for a comprehensive survey refer to [14]). The performance

of these schemes are usually calculated under simulated channel conditions with un-

correlated channel gains. In [15], Kaltenberger et al. use measured channel gains to

evaluate the aggregate performance of ZFBF in outdoor environments. In contrast to

all, I have designed a platform to experimentally evaluate the performance of ZFBF

in indoor wireless networks.

Practical MU-MIMO Protocols. Arraycomm [1] has built outdoor, cellu-
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lar base stations with twelve antennas that can create up to four spatial channels.

However, I have designed an open experimental framework for the prototyping and

implementation of various MUBF algorithms. In addition, I have measured the per-

formance of ZFBF in indoor wireless networks and have explored various factors that

affect its performance.

Recent work [42, 43, 44] has proposed MU-MIMO protocols to increase network

capacity. IAC [42] improves the capacity of wireless LANs assuming that the access

point’s (AP) number of antennas is the bottleneck. IAC allows collaboration between

APs such that multiple AP-client pairs can concurrently transmit. In my work, the

system bottleneck is the number of antennas at the receiver. Thus, I consider the

issue of using an AP’s antennas to serve multiple users simultaneously. SAM [43]

addresses the problem of serving multiple users with a single AP; however, this work

considers the uplink channel problem. In contrast, I consider the downlink channel

problem. In [44], Zhang et al. propose algorithms to solve the scheduling problem

for a ZFBF-enabled transmitter. In my work, I identified the factors that affect the

performance of ZFBF and evaluated their impact through indoor experiments.

5.2 Multicast Beamforming

Omni Antennas and Mulicast: The growing demand for mobile applications in-

volving group communication has resulted in increased focus on designing efficient link

layer multicasting solutions . Link layer multicast solutions with omni-directional an-
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tennas have been proposed in [45, 46, 47, 48]. While these solutions are restricted to

theory, recently [49] proposed a practical multicast system for WiFi to alleviate its

known problems of low data rate and high loss. However, by virtue of being designed

for omni-directional antennas, these solutions cannot be directly applied for use with

beamforming antennas.

Beamforming and Multicast: Beamforming has received a lot of attention

recently in unicast [50, 51, 52, 53, 54] and multicast [55, 23, 56, 21, 20] applications.

For unicast applications, these include both theoretical [50, 52] and practical [51, 53,

54] systems that leverage switched beam antennas. The joint problem of multicasting

and (adaptive) beamforming has received significant attention in the physical layer

community [55, 23, 56, 57, 58, 59] from a theoretical perspective. While these works

target the continuous (power, rate) version of the problem without addressing the

scheduling aspect, I consider both in this work, which makes the problem different.

More importantly, I also build a practical system that realizes the benefits of adaptive

beamforming for multicast. On the other hand, the joint problem of scheduling and

beamforming has been considered in theory with respect to switched beamforming

antennas [21, 20]. In addition to these solutions being less effective in practical indoor

multipath environments (shown experimentally later), the problem formulation and

hence solutions are significantly different when it comes to adaptive beamforming.

MU-MIMO Protocols: Multi-user MIMO has been recently explored in [19, 42]

for unicast. In unicast, the different streams cause mutual interference to one another.
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On the contrary, in multicasting a common stream needs to be optimized for all of

the clients. Thus, MU-MIMO techniques for unicast do not apply to the multicast

problem, necessitating complete redesign of the beamforming algorithms along with

scheduling for multicast.
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Chapter 6

Conclusion
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In conclusion, I evaluated the benefits of multiple-antenna enabled access points in

wireless LANs for unicast and multicast applications. I designed a custom, cross layer

framework to evaluate the performance of multiple and previously unimplemented

beamforming techniques.

By performing experiments in both in-lab controlled environments and repeatable

emulated channels, I showed that a ZFBF-anabled access point is able to simulta-

neously transmit to two users that are within a half a wavelength of one another. I

also showed that the required channel information update rate is dependent on the

channel coherence time as well as a per-link SNR requirement. Assuming that a link

can tolerate an SNR decrease of 3 dB compared to Omni, I showed that the required

channel update rate is equal to 100 and 10 ms for typical non-mobile receivers and

mobile pedestrian speed of 3 mph respectively. Further, I demonstrated the potential

of ZFBF to reduce interference at unwanted locations and increase spatial reuse.

I also developed beamforming and scheduling algorithms when an access point

wishes to transmit a common information to a group of users (multicasting). I de-

signed and implemented the first adaptive-beamforming based multicast system and

extensively evaluated its performance in indoor environments. I also evaluated the

impact of channel variations and proposed solutions to increase the system tolerance

to channel dynamics.

There are, however, remained challenges prior to widespread deployment of beam-

forming techniques in multiple-antenna enabled wireless LANs. First, as demon-
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strated in the thesis, implementation of adaptive beamforming techniques requires

fine-grained channel estimates in the form of channel amplitude and phase. There

are a couple of solutions to this problem. With a more transparent interaction be-

tween physical layer and medium access layer, a client device can obtain channel

information through the physical layer. However, even without a physical layer co-

operation, an application layer solution could exist in the form of channel estimation

based on the received power for each of the transmitting antennas. Second, as shown

in the thesis, there is a need for knowledge of the coherence time of the channel for

each client not only to optimally schedule users, but also to have an appropriate

feedback rate. One solution to this problem could be to have an intelligent physical

layer design in which a client obtains historic coherence time information through

the physical layer. Without physical layer cooperation, another solution could exist

in the form of using location information combined with motion changes to infer the

coherence time.

Finally, there are several directions for future work. First, the scope of this thesis

was limited to indoor wireless LANs. However, the work in this thesis can also be

extended to outdoor mesh and sensor networks. Second, in this thesis I focused only

on the downlink channel. Receive beamforming techniques coupled with appropriate

MAC protocols could also be used in the uplink channel. Finally, the issue of ro-

bustness is an important issue of future research, due to delayed/erronous/quantized

channel feedback of practical systems, which is especially important for network beam-
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forming.
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