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  - Items don’t disappear inside critical section
  - Quiescent states outside critical section
  - Writers must guarantee reader correctness at every point
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  - Writers defer reclamation by waiting for read-side critical sections
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