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Abstract. The ML type system was originally introduced as a means of
identifying a class of terms in a simple untyped language, often referred to
as core-ML, whose evaluation could be guaranteed not to “go wrong”. In
subsequent work, the terms of core-ML have also been viewed as a ‘con-
venient shorthand’ for programs in typed languages. Notable examples
include studies of ML polymorphism and investigations of overloading,
motivated by the use of type classes in Haskell.

In this paper, we show how qualified types, originally developed to study
type class overloading, can be used to explore the relationship between
core-ML programs and their translations in an explicitly typed language.
Viewing these two distinct applications as instances of a single framework
has obvious advantages; many of the results that have been established
for one can also be applied to the other.

We concentrate particularly on the issue of coherence, establishing suf-
ficient conditions to guarantee that all possible translations of a given
core-ML term are equivalent. One of the key features of this work is the
use of conversions, similar to Mitchell’s retyping functions, to provide
an interpretation of the ordering between type schemes in the target
language.

1 Introduction

In his seminal paper on polymorphism in programming languages [14], Milner
introduced the ML type system as a means of identifying a large class of programs
in an untyped A-calculus whose execution would not “go wrong”. The language
that Milner used, with only minor variations, has subsequently become known
as core-ML and is widely used in studies of type inference.

A number of authors have shown how particular programming language features
can be understood using type inference to guide a translation from core-ML into
some suitably extended language. For example, Harper and Mitchell [5] have
presented a semantics for ML polymorphism using core-XML, an explicitly typed
version of core-ML that includes constructs for type abstraction and application,
similar to those in the polymorphic A-calculus.

Another example is the treatment of overloading proposed by Wadler and Blott
[25] in which overloading is represented by introducing so-called dictionary ab-



stractions and applications. This basic idea has been used in all current imple-
mentations of Haskell type classes [8] and has been widely studied [1, 9, 10, 12,
17, 18, 21, 23, 24].

This paper is motivated by the observation that both ideas can be dealt with
in the same framework, allowing us to exploit the connections between the two
systems so that results and ideas originally developed with one application in
mind can also be applied to the other. More precisely, we show how qualified
types, originally developed to to study type class overloading, can be used to
investigate the translation of core-ML programs into a language that includes
constructs for dealing with explicit polymorphism.

We begin with a brief review of core-ML in Section 2 and, in Section 3, show how
the structure of typing derivations can be used to guide a translation from core-
ML into the polymorphic A-calculus. One particular problem is that a single term
can have many different translations, each with potentially distinct semantics.

Our main aim is to give coherence conditions that can be used to identify a
large class of core-ML terms for which all translations are guaranteed to be
semantically equivalent. Section 4 shows how the type systems of core-ML and
polymorphic A-calculus can be extended to support qualified types and then
Section 5 formalizes what it means for two translations to be equivalent. The
following three sections extend the conventional type inference algorithm for
core-ML to calculate principal translations. First, Section 6 extends the standard
ordering between type schemes to the explicitly typed calculus. The algorithm
itself is presented in Section 7 and used to establish the desired coherence results
in Section 8.

Section 9 addresses another important issue, that of showing that the semantics
of translated terms agrees with the intended semantics of the original programs.

2 A review of core-ML

We begin with a quick review of core-ML. This material is standard (see [4, 14]
for example) but is included here to illustrate the notation used in the following
sections. It also provides a summary of the most important tools used in the
study of ML type inference, including in particular, the ordering on type schemes.

The terms of core-ML are those of simple untyped A-calculus with the addition
of a let construct to enable the definition and use of polymorphic terms:

E:=z | \e. £ | EF | letz=Fin F.
The syntax for types distinguishes monotypes from (polymorphic) type schemes:

Tu=b |t | ToT monotypes
ox=VT.7 type schemes

where b denotes a base type, t a type variable and T a finite set of type variables.
For convenience, if o = VT'.7, then we write V¢.o as an abbreviation for V(T U



{t}).7. Type schemes that are equivalent up to renaming of bound variables will
be considered equal. The set of type variables appearing (free) in an expression X
is denoted TV (X) and is defined in the obvious way. In particular, TV(VT.7) =
TV(H)\ T.

The typing rules will be described using type assignments, i.e. (finite) sets of
pairs of the form z : ¢ in which no term variable xz appears more than once.
Type assignments can be interpreted as finite functions mapping term variables
to types. We write A(z) for the type assigned to z by A, A, for the assignment
obtained by removing z from the domain of A, and A, z: o for the assignment
which is the same as A except that it maps z to . The complete typing rules
for core-ML are given in Figure 1. Each judgement of the form A - F : o is

z:0) €A .
(var) (z:0) (VE) AFE :Va.o
Abz:o AR E:[1t/a]o
o - AFE:0c agTV(A
(g AFEiT —r AFF:7 ) g TV(A)
AR EF : T AFE :VYa.o
Ag,o:7T FE: 7 AFE:0 Ag,z:cF-F:71
(—)I) (let)
AFXz.E: 7 > 1 A-(letz=Fin F): 1

Fig. 1. Typing rules for core-ML.

called a typing and represents the assertion that, if the types of free variables
are as specified by the type assignment A, then the expression F can be treated
as having type o.

As a first step to characterizing the set of types that can be assigned to a given
term, we introduce an ordering < on the set of type schemes.

Definition 1 Suppose that o =Va,.7, o' =V3;.7" and that none of B; appears
free in T (this last condition can always be satisfied by renaming bound variables
in o’). Then o is less general than o’ (written o < ') if there are types v; such
that 7 = [v; /ay]T.

It is easy to show that < is reflexive, transitive and preserved by substitutions.

There is a standard procedure, based on Milner’s algorithm W [14], which, given
a term E and a type assignment A, calculates a type scheme o such that A+ F :
o. (It is also possible for the algorithm to fail, in which case there are no derivable
typings of this form). Furthermore, the inferred type scheme o is principal (or
most general) in the sense that, if A+ E : ¢’ for some o', then ¢/ < o. In fact,
we can strengthen this to show that 0/ <o & A+ E : 0.



3 From core-ML to polymorphic A-calculus

As part of an attempt to describe the type structure of Standard ML, Harper
and Mitchell [5] introduced an explicitly typed variant of core-ML called core-
XML. Their intention was that any implicitly typed term in the former might
be regarded as a convenient shorthand for an explicitly typed term in the latter.

Given a semantics for the target language, a translation process can also be used
to study the meaning of programs in the source language. This section describes
a similar process for translating core-ML into an explicitly typed language. Since
our interest is more in the semantics of core-ML than its type structure, we will
use the polymorphic A-calculus, abbreviated here to PA, as the target language.
The set of types in PA is given by:

cu=t | b]| o—o | Vio.

Notice that this allows polymorphic values to be used as the arguments and
results of PA functions. This extra flexibility will be useful in subsequent sections,
particularly Section 6.

The types of core-ML correspond to a subset of PA types, given by o’ ::= 7 |
Vt.o'. For any o’ in this set, the corresponding type scheme will be written as
scheme(c’). For example, scheme(Va.V5.a — 8) = V{«, 8}.a — .

The terms of PA are similar to those for core-ML except that A\ abstractions and
let constructs are annotated with types and additional constructs are included
for type abstraction (A¢.E) and application (E 7):

E:=z | \ex7E | EF | letz:co=FinF | M.EF | ET

Strictly speaking, there is no need to include the let construct in the definition
of PA because the type system is sufficiently powerful to allow us to encode any
term of the form let z:0 = F in F in the form (Az :0.F)E. On the other
hand, including let makes it easier to maintain a direct correspondence between
core-ML terms and their translations.

The typing rules for PA are given in Figure 2. Clearly, there is a strong cor-
respondence between these rules and those in Figure 1. This can be captured
formally using a function Erase mapping PA terms to core-ML terms:

Erase (z) =z
Erase (Az:t.E) = \z.(Erase E)

Erase (Et) = FErase E
Erase (A\t.E) = FErase E

It is straightforward to show that, for any core-ML derivation of a typing A
E : 0, thereis a PA term E’ such that A+ E : ¢/ by a PA derivation of the same
structure, scheme(o’) = o and Erase E' = E. We will describe the term E’ as a



z:0) €A AFE:0 Ag,z:0F-F:0
(var) (; (let) -

Abz:0 Ar(let z:0 =FE in F): o’
Ay, z:0' F E: L L
(=) z,L:0 o (_)E)A}—E.UHU AFF:0o
AFXz: 0’ E:0 — 0o AR EF :0
AFFE:0c t&TV(A AF E :Vt.
1) Z (4) (VE) Vt.o
A X.E:Vto Av ET:[o'/t]o

Fig. 2. Typing rules for polymorphic A-calculus, PA.

translation of E and use the notation A - E ~» E’ : o to refer to a translation
of a term in a specific context.

The relationship between the two type systems can be pictured by the following
diagram.

core-ML PA
derivations derivations
¢ (0
core-ML PA
typings typings

The two vertical arrows, ¢ and 1), are functions mapping derivations to the typ-
ings that appears as their conclusion. As a result of the explicit type annotations,
the structure of any PA derivation of a typing A - E’ : ¢ is uniquely determined
by the syntactic structure of E’ and hence 1 is injective. However, a single core-
ML typing can have many distinct derivations, so ¢ is certainly not injective.
It follows that a core-ML term may have many distinct translations in a given
context.

There are a number of conditions that need to be established to justify the use
of translations as a semantics for core-ML terms:

— Existence of translations: For every derivable core-ML typing A+ F : o,
there is a translation E’ such that A - E ~» E’ : ¢. This follows directly from
the definition of translations given above. Moreover, there is an effective way
of calculating a translation using the structure of the typing derivation.

— Soundness of translation: Every translation of a well-typed core-ML term
is well-typed in PA. This again follows directly from the definition of trans-
lations.

— Agreement with expected semantics: The semantics of translated terms
should agree with the intended semantics of the original core-ML programs.



Of course, the ‘intended’ semantics may vary depending on the language in
question. We discuss this further in Section 9.

— Coherence of translation: The mapping from terms to translations must
be well-defined. More accurately, we must show that any translations Ej
and Fs of a core-ML term F given by derivations A + F ~ E; : ¢ and
A+ E ~ E,: 0 are semantically equivalent. Our use of the term coherence
follows [2]; the meaning of a term should not depend on the way that it is
type checked.

Unfortunately, it is relatively easy to find core-ML terms for which the coher-
ence property does not hold. For example, consider the structure of the typing
derivation for the term foo bar using the type assignment A = {foo : Vt.t —
b, bar:Vt.t} that would be constructed by an implementation of core-ML type
inference:

(foo:Vt.t — b) € A (bar:Vt.t) € A
(var) ———— (var)
Al foo:Vitt—b At bar:Vt.t
(VE) —— (VE)
Al foo:t' — b AFbar:t’( B)
AF foo bar: b

From this derivation we obtain A F foo bar ~ (foo t') (bar t') : b. Clearly, by
replacing t’ with distinct base types b; and by, we can obtain distinct translations
(foo by) (bar by) and (foo be) (bar by) that are not equivalent.

There is a second reason for loss of coherence. In core-ML, we chose to use
a set of variables in the syntax for type schemes, capturing the intuition that
the ordering of the quantified variables is not significant. However, the ordering
of quantified variables in PA is significant because it determines the ordering
of type parameters and we would not expect two arbitrary terms of the form
Aa.A(.E and \3.Aa.FE to be equivalent.

Perhaps the coherence property is too strong? Is it really necessary to ensure
that all translations of a term are equivalent? One alternative would be to choose
a particular type-inference algorithm for core-ML that attempts to construct a
derivation for a given typing and fails only if no such derivation exists. If, on the
other hand, the algorithm succeeds then we can treat the PA term corresponding
to the constructed derivation as a ‘canonical’ translation of the input term. We
will not consider this approach any further here; it seems unnatural to base a
definition of the semantics of a language on the almost arbitrary choice of a
particular version of the type checking algorithm.

With the examples above, it is clear that we cannot establish a coherence prop-
erty for all core-ML typings and translations. The best we can hope for is to
identify a large class of terms for which coherence can be guaranteed. There are
two reasons why the type systems of core-ML and PA are not suitable for this
task:



— The typing rules do not provide enough information about the way that poly-
morphic types are instantiated within a derivation. For the example above,
we might have expected the translation of foo bar to be At'.(foo t') (bar t'),
capturing the free variable ¢'. However, the standard definition of ML type
inference uses only the type of a term (not its translation) to determine
when universal quantification (and hence, type abstraction in the transla-
tion) should be used. Since t’ does not appear free in the inferred type b, no
attempt will be made to quantify over this variable. (This is consistent with
the logical interpretation of type schemes where we would expect V¢'.b to be
equivalent to just b.)

— The typing rules do not provide enough of a distinction between quantifi-
cation and type abstraction. This is particularly noticeable in the example
above illustrating the importance of the ordering of type parameters.

In the following sections, we will present modified versions of core-ML and PA
that include the additional information needed to avoid these problems.

As a reference to related work, we should mention that the coherence problem
for the translation from core-ML to core-XML was first noted by Ohori [19] and
the significance of free type variables in translated terms was commented on by
Harper and Mitchell [5].

4 Translations using qualified types

A qualified type is a type of the form m = o denoting those instances of type
o which satisfy the predicate 7. In previous work [9, 10], we have concentrated
on the use of qualified types to explore the combination of overloading and
polymorphism, with applications to Haskell type classes, extensible records and
subtyping. In the following sections, we will show that they can also be used
to establish sufficient conditions that guarantee coherence for a large class of
core-ML terms.

4.1 Predicate systems

Different systems of predicates can be used to describe different applications. In
each case, the properties of predicates can be captured by an entailment relation
H- between finite sets of predicates. In fact, for the purposes of this work, we
need to extend the definition of entailment to describe not only what is entailed,
but also how. The basic idea is to require that a value of type m = ¢ can only be
used if we are supplied with evidence that the predicate m holds. We will assume
that the definition of a system of predicates includes a language of evidence
expressions e and evidence variables v. The entailment relation is expressed by
judgements of the form:

. . o .
VLML, ooy Up T eim), o ooy e



indicating that, if the variables v; are bound to evidence values for the predi-
cates 7;, then the evidence expressions e; give evidence for the corresponding
predicates 7r]’-. We will often abbreviate such entailments, writing them in the
form v: Pt e: Q) where v, e and P, () are the appropriate sequences of evidence

variables, evidence expressions and predicates respectively.

We refer to expressions of the form v: P on the right of an entailment as predicate
assignments. The empty predicate assignment is denoted (). For any predicate
system, the definition of entailment is required to satisfy the rules in Figure 3.
The variable S in rule (close) denotes an arbitrary substitution of types for type

(id) viPH v:P (term) v:iPH0
(fst) v:Piw:QH v:P (snd) v:Piw:QH w:Q
v:iPHe:Q wv:PH €e:R v:PHe:Q vV:QHe:R
(univ) (trans)
viPHe:Q,¢:R v:PH[e/v']e R
v:PHe:Q v:PHe:Q
(close) _ (evars) —_—
v:SPH e:5Q EV(e)Cw

Fig. 3. Predicate entailment with evidence.

variables, while the expression EV(e) in rule (evars) denotes the collection of
evidence variables appearing in the evidence expression e.

For the purposes of this paper, we will use the set of types 7 as predicates with
a collection of evidence expressions given by:

ex=v | b | e—e

together with the entailment relation given by extending the rules in Figure 3
with the axioms:

OHb:b viT,wit (v — w):(r— 7).

These are just the standard rules for type formation with evidence variables in
place of type variables. We have used the same syntax for types and evidence
expressions; in a practical implementation, evidence expressions would be used
to construct and manipulate the concrete representations of types.

4.2 Extending core-ML and PA with predicates

In the following we will work with extensions of core-ML and PA that make use
of a system of predicates. We refer to these languages as core-MLP and PAP
respectively (corresponding to OML and OP in [10]).



The terms of core-MLP are the same as those of core-ML, but the set of types
includes not only types and type schemes, but also qualified types:

Tu=b |t | T—7T monotypes
pu=T | T=0p qualified types
o:=VT.p type schemes

It follows from this grammar that function arguments and results in core-MLP
cannot be polymorphic or qualified (in much the same way that the language of
types in core-ML makes it impossible to use polymorphic functions as first-class
values).

The language of terms in PAP is essentially the same as those of PA except that
we omit the type annotations for A- and let-bound variables and replace the
constructs for type abstraction and application with equivalent constructs for
evidence values:

E:=z | \Me.£ | EF |letz=FinF | Ww.E | Ee.

The set of PAP types is a direct extension of the types in PA to include qualified

types:
ou=t | blo—o|m=0]|Vio.

Rather than giving separate definitions for the type systems of core-MLP, PAP,
and the translation between them, the rules in Figure 4 define all three using
judgements of the form P | A - F ~ E’ : o. The first component, P, is a
predicate assignment, F is a core-MLP term and E’ is the corresponding PAP
translation. Ignoring the translations E’, these rules describe the type system
of core-MLP. Note the use of the symbols 7, p and ¢ to restrict the application
of certain rules to particular kinds of type, according to the grammar for core-
MLP types given above. On the other hand, if we disregard the core-MLP term
in each judgement and ignore the distinction between different kinds of type
expression, then the same rules define the type system of PAP. Finally, since
the rules identify terms in each language with typing derivations of the same
structure, it follows that P| A+ E ~ E’ : ¢ is derivable if and only if E’ is a
translation of F in the sense of Section 3.

4.3 From core-ML to core-MLP

The rules in Figure 4 break the direct connection between universal quantifica-
tion and type abstraction since there are different introduction and elimination
rules for each. To understand how core-ML typing can be studied using the type
system of core-MLP, we need to be able to map core-ML type schemes Va;.7
to core-MLP type schemes of the form Vo,;.c0 = ... = «a, = 7, forcing us to
arrange the type parameters in some specific order. If these annotations are in-
cluded in the types assigned to all free variables in a given term, then the typing
rules in Figure 4 will ensure that information about the way that polymorphic
types are instantiated will be propagated throughout the typing derivation.



(z:0)€e A
PlAFz~z:0
PIAFE~EFE :0 Q|Az,z:cb-F~F' 1
P,Q|AF(letz=EinF)~ (lebz=E"in F'): 1
Pl|Az,z:T"FE~FE' 71
PlA-Xz.E~ Az E' 7' — 1

PIAFE~E :7"—>7 P|A-FF~F 7

P|AF EF~ E'F' : 7

Standard rules: (var)

(let)

(—=1)

(—E)

Pov:m,P'|AFE~ E :p
P,P'|AFE~X.E :m=p
PI[AFE~FE :m=p Phem
P|AFE~ FEe:p

Qualified types: (=1)

(=E)

PIAFE~E 0 tg TV(A)AtE TV(P)
P|A+ E~ E':Vto
P|A+ E~ E':Vto
P|A-E~ E :[7/tlo

Polymorphism: (V)

(VE)

Fig. 4. Typing and translation rules for core-MLP and PAP.

As an aside, we mention that there may be some situations where it may be useful
to be able to omit some quantified variables from the list of qualifying predicates.
For example, we might use the type scheme Vt¢.t — t for an implementation of
the identity function that can be used for all types of values, while Vt.t =t — ¢
would be more appropriate in a system where different representations are used
for different types of values and the implementation of the identity function truly
does depend on the value that is assigned to t. We can capture this formally by
requiring that any expression £ whose type should unconditionally be reflected in
the predicate assignment of a typing be replaced by id F where id is a predefined
identifier representing the identity function with polymorphic type Vt.t = t — ¢.

5 A definition of equality for PAP terms

Before we can establish sufficient conditions to guarantee coherence, we need to
specify formally what it means for two terms (specifically, two translations) to
be equivalent. This section gives a syntactic characterization of (typed) equality



between PAP terms using judgements of the form P|A+ E = F : o (with the
implicit side-condition that both P|A+ E : 0 and P|AF F : o). Our task for
establishing coherence can then be described formally as:

Given derivations P|A+ E ~ Ey : 0 and P|AF E ~ Ey: 0, determine
sufficient conditions to guarantee that P|A+ Ey = Es : 0.

One reason for including type information as part of the definition of equality is
to avoid making unnecessary constraints on the choice of semantic model. Given
a judgement P| A F E = F : o we require only that £ and F have the same
meaning (which must be an element of the type denoted by o) in environments
that satisfy P and A.

5.1 Uniqueness of evidence

Another reason for using predicate assignments in the definition is to enable
us to capture the ‘uniqueness of evidence’; to be precise, we require that any
evidence values e and f constructed by entailments P H e: @ and P H f: @
are equivalent, in which case we write P - e = f: ). Since we only intend
such judgements to be meaningful when both entailments hold, the definition of
equality on evidence expressions can be described directly using;:

PrFe=f:QQ & PHeQ N PHf:Q.

This condition is essential if any degree of coherence is to be obtained and is
central to establishing the coherence criteria given in Section 8. Defining the
equality of evidence expressions and proving uniqueness of evidence is straight-
forward for the current application and we omit further details here.

5.2 Reduction of PAP terms

In common with many treatments of typed A-calculi, we will define the equality
relation between terms using a notion of reduction between terms. More precisely,
we use a judgement of the form P|A+ E > F : o to describe a (typed) reduction
from E to F with the implicit side condition that P| A + E : o. There is no
need to include P| A F F : o as a second side condition since it can be shown
that this condition is implied by the first. This is a consequence of the subject
reduction theorem — ‘reduction preserves typing’ — which is proved using standard
techniques as in [7].

The most important rules in the definition of reduction are given in Figure 5,
including definitions of B-conversion for both kinds of A-abstractions and let
expressions and a rule of -conversion for evidence abstractions. One unfortunate
consequence of our approach is that the axiom () is not sound in models of the
A-calculus with call-by-value semantics and hence our results can only be applied
to languages with lazy or call-by-name semantics. This limitation stems more



(B) P|A+ (Mz.E)F > [F/2]E : o

(Be) P|AF (MAv.E)e 1> [e/v]E : o

(B-let) P|A+-(letz=Fin F) >[E/z]F : 0
v¢g EV(E

(e)

P|AF (M.Ev) b E:o

Fig. 5. Rules of computation

from the difficulty of axiomatizing call-by-value equality than from anything
implicit in our particular application; for example, Ohori [19] mentions similar
problems in his work to describe a simple semantics for ML, Polymorphism.

Additional rules are needed to describe the renaming of bound variables (a-
reduction) and structural properties (to allow reduction of subterms within a
given term). These are standard and will be omitted from the presentation here.

5.3 Equalities between PAP terms

As we have already mentioned, equalities between PAP terms will be represented
by judgements of the the form P|A+ E = F : o with the implicit side condition
that both P| A+ E : 0 and P| A+ F : 0. Figure 6 gives the definition of
the equality between terms as the transitive, symmetric closure of the reduction
relation described in the previous section. The first two rules ensure that equality

PIAFE=F:0
P|AFF=E:o

P|[ArE=E:0 P|A-E =E":0
PIAFE=E":0

PIAFEB>F:0o
P/ AFE=F:o

Fig. 6. Definition of equality between terms

is an equivalence relation. (There is no need to include reflexivity here since this is
a direct consequence of the structural rules.) The last rule shows how reductions
give rise to equalities. Note that in this case there is no need to establish that



both P|AF E: o0 and P|AF F : o since the latter follows from the former by
the subject reduction theorem mentioned above.

The following example uses all three of the rules in Figure 6 as well as subject
reduction to justify the fact that the intermediate steps are well-typed:

P|Atrlet z = E in [F/z|F' = [E/z|([F/z|F") (B-let)
= [[E/z]F z|F’ (substitution)
=let z = [E/z]F in F': o (§-let)

Notice that the context in which this equality is established (given by P, A and
o) is not significant. Examples like this are quite common and we will often
avoid mentioning the context altogether in such situations, writing - F = F' to
indicate that F and F are equivalent in the sense that P|A+ E = F : o for any
choice of P, A and o for which the implicit side conditions hold.

The above property of let expressions may seem a little unfamiliar, so it is
worth illustrating how it can be useful in the work described here. Suppose that
g:Vt.t — t — t and consider the core-MLP term:

let f=Xr.gzzinfl

Since the local definition for function f is only ever applied to integer values, it
is sufficient to treat f as having type Int — Int — Int, with a corresponding
translation:

let f=Xx:Int.gInt zzin f1

However, the type inference algorithm uses Vt.t — t as the type for f and leads
to a translation of the form:

let f =M. z:t.gtzzinf Int 1

The following calculation shows that these translations are equal and hence that
it is possible to eliminate the evidence abstraction used in the second case.

Flet f =Xt Az:t.gtzxzzinf Int 1
=let f =Xt Az:t.gtzzin[f Int/f](f 1)
=let f = [At.Az:t.g t z z/f](f Int) in (f 1)
=let f = (M.Az:t.g t z z) Int in (f 1)
=let f =Ax:Int.g Int z z in (f 1)

substitution)
by result above)
substitution)

B)

Py

6 Ordering and conversion functions

The ordering < is a central part of the treatment of core-ML type inference
described in Section 2. used to express when one type is more general than
another. For example, an ordering of the form (b — b) < (V¢.t — t) might be
used to argue that, for the purposes of type inference, any term of type b — b
can be replaced by a term with type Vi¢.t — t. This property does not extend



to the explicitly typed language PA; if f:b — b, f/:Vt.t — ¢ and x: b, then fz
has type b, but f’ z is not even well-typed! Of course, the correct approach is to
replace f with f’ b.

To understand the role of the < ordering in the explicitly typed calculus, we will
define a collection of terms for each ¢’ < o, referred to as conversions from o
to ¢’. Each conversion is a closed PAP term C:o — ¢’ and hence any term of
type o can be treated as having type ¢’ by applying the conversion C to it. One
possible conversion for the example above is:

(Az.xd) : (Vt.t = t) — (b —b).

Note that the type of this conversion (as in the general case) cannot be expressed
as an core-MLP type scheme since it uses the richer structure of PAP types.

For the purposes of type inference it would be sufficient to take any term C of
type o — ¢’ as a conversion for ¢’/ < o since CF has type ¢’ for any term FE of
type o. This is clearly inadequate if we are also concerned with the semantics
of the terms involved; we can only replace E with CFE if we can guarantee that
these terms are equivalent, except perhaps in their use of evidence abstraction
and application. More formally, we need to ensure that Erase (CE) = Erase E
for all PAP terms E (or at least, all those occurring as translations of core-MLP
terms). Since Erase (CE) = (Erase C) (Erase E), the obvious way to ensure
that this condition holds is to require that Erase C' is equivalent to the identity
term id = A\z.x.

In previous work with qualified types, we have used the concept of a constrained
type scheme, written as a pair (P|o), that captures both the type scheme o for
a term and the constraints P on the environments in which that typing can be
used. In PAP, the constrained type scheme (P |o) corresponds to the qualified
type P = o. The following definition can be used to describe conversions between
arbitrary constrained type schemes. It is tempting to define the set of conversions
from (P |o) to (P’']0o’) as the set of all closed PAP terms C: (P |o) — (P’
o') for which Erase C is equivalent to id. In practice it is more convenient
to choose a more conservative definition that gives a little more insight into the
structure of conversions. The following definition is closely based on the syntactic
characterization of the ordering between constrained type schemes given in [10]
and based, in turn, on the definition of the ordering on core-ML type schemes
presented in Section 2:

Definition 2 Suppose that 0 = (Va;.Q = 7) and o’ = (V3;.Q" = 7') and that
none of the variables B; appear free in o, P or P'. A closed PAP term C of type
(Plo) — (P"|d’) such that Erase C is equivalent to id is called a conversion
from (P | o) to (P'|d’), written C: (P |o) > (P'|d’), if there are types 7;,
evidence variables v and w and evidence expressions e and f such that:

v:Pw:Q W e: P firi/ai]Q, T =[ri/ai]T and F C = Xz v w.zef.



As stated in Section 2, the ordering relation between core-ML type schemes is
reflexive, transitive and preserved by substitutions. The corresponding results
for conversions are given by the following proposition:

Proposition 3 For all appropriate constrained type schemes:

— id:(Plo) > (Plo).

— IfC:(P|lo)>(P'|d") and C':(P'|c’) > (P"|d"), then (C' o C):(P|o) >
(P"|o") where C' o C = Az.C'(Ck).

— If C:(P|o) > (P'|o’), then C:S(P|o) > S(P’'|d’) for any substitution S
of types for type variables.

Note that the concept of a conversion is closely related to that of Mitchell’s
retyping functions, as used in [16] to obtain minimal typings for a restricted set
of terms in a version of the pure polymorphic A-calculus.

7 Type inference and translation

The development of a type inference algorithm that can be used to calculate a
principal type scheme for every core-MLP term was presented in [9]. In this sec-
tion, we show that this can be extended to allow the calculation of translations,
as described by the rules in Figure 7. These rules can be interpreted as an at-
tribute grammar. The type assignment A and core-MLP term F in a judgement
of the form P|TAF E ~+ E’ : 7 are inherited attributes, while the predicate
assignment P, substitution 7T, translation E’ and type 7 are synthesized. The
notation Gen(A,p) used in rule (let)" represents the generalization of p with
respect to A and is defined by: Gen(A, p) =V(TV(p) \ TV (A)).p.

The following theorem shows that any typing and translation that is obtained
using the type inference algorithm can also be derived using the rules in Figure 4.

Theorem 4 (Soundness) If P|TAF E~s E': 7, then P|TAFE~ E': 7.

Given that the algorithm described here calculates a principal type scheme for
each well-typed core-MLP term, we will refer to the translations that it produces
as principal translations. The following theorem provides further motivation for
this terminology, showing that every translation can be expressed in terms of a
principal translation.

Theorem 5 (Completeness) If v:P|SAt+ E ~ E’: o, then there are w: Q,
T, E" and v such that w: Q| TA P E ~ E" : v and there is a substitution
R and a conversion C:RGen(TA, Q = v) > (P|o) such that S = RT (except
perhaps for new variables) and

v:P|SAF C(A\w.E")v=F":o0.

A detailed presentation of the type inference algorithm described in this section,
with full proofs of Theorems 4 and 5, is included in [10].
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Fig. 7. Type inference algorithm with translation

8 Coherence results

Theorem 5 is important because it shows that any translation of an core-MLP
term F in a particular context can be written in the form C'(Aw.E’)v where E’
is a principal translation and C is the corresponding conversion. For arbitrary
derivations v: P|A+ E~ E| : 0 and v: P|AF E ~ E} : 0, it follows that:

v:P|AF Bl = Ci(Aw.E")v:0 and v:P|AF Ej= Co(Aw.E')v:o

where C; and Cy are conversions from the principal type scheme to (P | o).
One way to ensure that these translations are equal is to show that the two
conversions are equal.

8.1 Equality of conversions and translations

Taking a more slightly more general view, suppose that C;, Cs are conversions
from (P’ |o’) to (P | o). Without loss of generality, we can assume that o =
(Va;.Q = v) and o' = (Va;.Q" = v') where the variables «; only appear in
(@ = v). Using the definition of conversions, it follows that:

V= [Tj/oz;]l/ and v:P,w:QHt e:P’,f:[Tj/a;]Q’

for some types 7; and that = C; = Az.Av.Aw.zef. Similarly for Cy there are
types 7; such that:

v=[rj/]v" and v:P,w:QHW P’ f':[1]/a}]Q’



and F Cy = Az v \w.ze'f’. Clearly, it is sufficient to show e = ¢’ and f = f’
to prove that the these two conversions are equivalent. The first equality is
an immediate consequence of the uniqueness of evidence; both e and e’ are
evidence for the predicates P’ under the evidence assignment v: P, w : ) and
hence must be equivalent. The same argument cannot be applied to the second
equality since the predicates [7;/a’] Q" may not be the same as those in [7//a’] Q'
due to differences between the types 7; and 7. Nevertheless, since [7;/a’]v =
v' = [r]/a}]v, it follows that 7; = 7/ for all o € T'V(v). Notice then that, if
{a} N TV(Q') € TV (v), the two predicate sets [7;/a;]Q’ and [7]/a;]Q" must
be equal and hence f = f’ as required. We will give a special name to type
schemes with this property:

Definition 6 (Unambiguous type schemes) A type scheme 0 = Vo,;.QQ =
v is unambiguous if {a;} N TV (Q) C TV (v).

This definition coincides with that of an unambiguous type scheme in the treat-
ment of type classes in Haskell, motivating our use of the same term here. Using
this terminology, the discussion above shows that all conversions from an unam-
biguous type scheme to an arbitrary constrained type scheme are equivalent:

Proposition 7 If C1, Cy : (P | o) > (P'| o') are conversions and o is an
unambiguous type scheme then - C; =

As an immediate corollary, we obtain:

Theorem 8 If v: P|AF E~ E{ :0and v:P|AF E ~ Ej}: o and the
principal type scheme of E in A is unambiguous, then v:P|AF E{ = E} : 0.

This generalizes an earlier result by Blott [1] for the system of type classes in [25].
To illustrate how this result can be used to detect incoherence in the translation
from core-ML to PA, we recast the example from Section 3 in the type system
of core-MLP, using the type assignment A = {foo:Vt.t = ¢t — b, bar:Vi.t = t}.
The principal type of foo bar with respect to A is V¢.t = b, which is ambiguous
in the sense described above.

The restriction to unambiguous principal types is sufficient, but not necessary,
to guarantee coherence. Thus we may be forced to reject some terms that have
a well-defined meaning, despite the fact that they have an ambiguous principal
type. For example, if we define foo = At.Az.by for some constant by : b, then
evaluating the two translations (foo b1) (bar b1) and (foo be) (bar be) will in
fact produce the same result, by. Of course, this requires additional information
about foo, not included in the original typing derivation. We conjecture that
Theorem 8 might also be used as a necessary condition to establish coherence
with respect to the definition of provable equality in Section 5 but we have not
attempted to prove this.



8.2 Related work on coherence

Coherence results have been established for a number of different systems in-
cluding those with subtyping [2, 3], intersection types [20], scaling [22] and type
classes [1, 6, 10]. One standard approach used to establish results of this kind is
to define a system of reduction rules on typing derivations. The required coher-
ence property can then be established by showing that the reduction rules are
strongly normalizing and preserve meaning, and that normal forms of derivations
are uniquely determined by their conclusions.

Much of this could have been applied to the type systems described in this
paper, but this would not have yielded a proof of coherence. The examples of
incoherence show that there are typings that do not yield unique normal forms.
The most important and novel feature of our work is the use of conversions to
give a semantic interpretation to to ordering between constrained type schemes.
In effect, a conversion acts as a record of the way in which one derivation is
reduced to another. Some of this information is lost because we do not distinguish
between conversions that are provably equal but, as we have seen, we retain
sufficient detail to establish useful conditions that guarantee coherence.

9 Agreement with expected semantics

Consider the core-ML expression let z = F in F and suppose that F has a
polymorphic type. It follows that this term will have a translation of the form
let z = At.E’' in F’. Assuming the semantics of Standard ML [15], these two
programs may not have the same meaning. For example, if the evaluation of E
diverges then the original term will also diverge but the translation may still
converge if x is not used in F because the additional type abstraction for ¢ is
sufficient to delay the evaluation of E’. Alternatively, with a lazy evaluation
strategy as in Haskell [8], the two terms will have the same denotational se-
mantics, but the extra type parameter may cause a loss of sharing if x appears
multiple times in F'. These problems occur because the let construct, intended
from the type theoretic perspective purely as a way of defining polymorphic val-
ues, is also used in practice for describing shared computation, sequencing (in
a call-by-value language) and creating cyclic structures (in a call-by-name lan-
guage). When extra parameters are required we must either compromise sharing
(as in the translation above) or polymorphism (by using a translation of the
form let z:0 = [r/¢]|E’ in F’, restricting the opportunities for polymorphism).

Sharing is also important in languages where computations can cause side-effects.
Motivated in particular by the desire to support references and first-class contin-
uations in a language with a polymorphic type system, Leroy [13] has suggested
a modification to the core-ML language that provides two distinct forms of the
let construct, one for polymorphic definitions and one for shared (but monomor-
phic) definitions. In fact, there is no real need to extend the language since a
monomorphic let expression can be treated as syntactic sugar for an expression



of the form (Az.E)F. The essence of Leroy’s proposal is a change to the se-
mantics of polymorphic let expressions, adding an extra (dummy) parameter in
the definition of polymorphic values. This agrees with the semantics of core-ML
given by the translations described in this paper.

The same ideas are already used in Haskell [8] as part of the infamous ‘monomor-
phism restriction’ (but the relationship between the two does not appear to be
well-known). This again provides two syntactically distinct forms of let bind-
ings, one of which allows overloading while the other does not, motivated by
the desire to avoid a loss of sharing. The rules for distinguishing between the
two are rather subtle, depending on the number of function arguments supplied
and the presence of an explicit type signature. It may be preferable to make the
distinction between the two forms of binding more explicit, making it easier for
the programmer to anticipate where additional parameters may be inserted.

10 Conclusions

By viewing the translation from core-ML to PA as an application of qualified
types we have been able to combine the results of previous work in each of these
areas, recognizing related concepts such as the importance of coherence, and
the similarity between Leroy’s proposals for polymorphism by name and the
monomorphism restriction in Haskell. The same unified view has already proved
useful for other work, for example, in [11] where techniques from partial evalua-
tion are suggested as an implementation of both polymorphism and overloading.
We anticipate that this will also bring several other benefits and useful insights
in future work.
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