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Abstract
In this paper, the theory of information relationships and relationship measures is considered and its application to logic design is discussed. This theory makes operational the famous theory of partitions and set systems of Hartmanis. The information relationships and measures enable us to analyze relationships between the modeled information streams and constitute an important analysis apparatus that can be used for analysis and synthesis of various information systems. It can be applied in logic design, pattern analysis, machine learning, and other fields. This paper shows how to apply the relationships and measures to logic design when using as examples three important problems: input support minimization, parallel decomposition and serial functional decomposition. The application examples and experimental results presented in the paper demonstrate the high potential of the information relationships and measures in solving logic synthesis problems.

1. Introduction

The opportunities created by modern microelectronic technology cannot be fully exploited, because of weaknesses of the traditional logic synthesis methods. Particularly in the case of (C)PLDs, look-up table FPGAs and complex CMOS gates, the constraints are imposed not on the function type a certain block can implement, but on various building block structural parameters (e.g. the number of inputs, outputs, product terms in a building block or the number of serial and parallel transistors in a gate) and on interconnections between the building blocks. A block is able to implement any function with limited dimensions. On the other hand, the traditional logic synthesis methods do not consider hard structural constraints. In principle, they are devoted to only some very special cases of possible implementation structures involving some minimal functionally complete systems of logic gates (e.g. AND+OR+NOT, AND+EXOR, MUX). They require a post synthesis technology mapping for another implementation structures. If the actual synthesis target strongly differs from these minimal systems, e.g. involves a lot of complex gates, look-up table FPGAs or (C)PLDs, any technology mapping cannot guarantee a good result if the initial synthesis was performed without close relation to the actual target. Therefore, there is presently much research in the field of general (functional) decomposition of combinational circuits and sequential machines [3]-[10] [12] [14] [15] [17] [18] [20]-[22]. The most promising recent approaches in pattern analysis, knowledge discovery, machine learning, decision systems, data bases, data mining etc. are also based on general functional decomposition [11] [12] [13] [16] [19] [23]. In [5], I presented the theory of general decomposition and explained how the theory can be used for the synthesis of sequential and combinational circuits. For large circuits however, the number of possible decompositions is so great that it becomes necessary to construct only the most promising decompositions, using the general decomposition theorems presented in [5] together with the appropriate heuristic evaluation functions and selection mechanisms. These evaluation and selection mechanisms must limit the search space to a manageable size while keeping high-quality solutions in the limited space. In particular, the analysis and evaluation of relationships between information in various information streams of a considered system is here of primary importance. In [8] I proposed the fundamental analysis apparatus for this aim: the theory of information relationships and measures.

The information relationships and measures serve for analysis and estimation of information and information interrelationships in discrete systems, as modeled by any sort of discrete relations, functions and sequential machines. They can be applied for both the binary as well as the multiple-valued and symbolic systems, in many fields of modern engineering and science, including logic and architecture synthesis for VLSI systems [3] [10] [12] [14] [15] [17] [18] [20]-[22], pattern analysis, knowledge discovery, machine learning, decision systems, data bases, etc. [11][12][13][16][19][23]. Results of the relationship
analysis make it possible to discover the nature of the considered system or to decide its structure in order to satisfy given design constraints or optimize certain objectives.

The theory of information relationships and measures makes operational the famous theory of partitions and set systems of Hartmanis [2]. Partitions and set systems enable us to model information streams. The information relationships and measures enable us to analyze the relationships between the modeled information streams.

2. Representation of information in discrete information systems

Information is represented in discrete systems by values of some signals or variables. Let’s consider a certain finite set of elements $S$ called symbols. Information about symbols (elements of $S$) means the ability to distinguish certain symbols from some other symbols. Knowing a certain value of a certain attribute, signal or variable $x$, it is possible to distinguish a certain subset $B$ of elements from $S$ all other elements of $S$, but it is impossible to distinguish between the elements from $B$. For example, if we consider an incompletely specified multi-output Boolean function in Fig. 1, where symbols 1, ..., 5 represent terms (cubes) on input variables $x_1$, ..., $x_6$, then different values of the input variable $x_3$ enable us to distinguish between the subset $\{1, 2, 3\}$ and $\{4, 5\}$. For 1, 2 and 3: $x_3 = 0$ and for 4 and 5: $x_3 = 1$. Thus, knowing that $x_3 = 0$, we know that 1, 2 or 3 occurred, but we do not know which of the three symbols occurred. Knowing that $x_3 = 1$, we know that 4 or 5 occurred, but we do not know which of the two symbols occurred. In such a way information is modeled with partitions and set systems [1][2][5].

A set system $SS$ on a set $S$ is defined as a collection of nonempty and distinct subsets $B_1$, $B_2$, ..., $B_k$ of $S$ called blocks, such that:

$$\bigcup B_i = S \text{ and } B_i \cap B_j = \emptyset \text{ for } i \neq j$$

A generalized set system (blanket [23]) $SS$ on a set $S$ is defined as a collection of nonempty and distinct subsets $B_1$, $B_2$, ..., $B_k$ of $S$ such that:

$$\bigcup B_i = S$$

The set system algebra is presented in [1]. The product and sum operations are defined for set systems as follows:

$$SS_1 \cdot SS_2 = \text{Max} \{ (B_{SS_1} \cap B_{SS_2}, B_{SS_1} \in SS_1 \land B_{SS_2} \in SS_2) \}, \text{ and } SS_1 + SS_2 = \text{Max} \{ (SS_1 \cup SS_2) \},$$

where: $\text{Max} \{ (B, |B| \subseteq S) \} = \{ B | B \subseteq \{ B_i \} \land (B' \in \{ B_i \} \land B \subseteq B') \Rightarrow B = B' \}$ (Max removes blocks contained in other blocks).

$SS_1$ is smaller than or equal to $SS_2$: $SS_1 \leq SS_2$ if and only if each block of $SS_1$ is included in a block of $SS_2$.

A set system $SS$ on $S$ can be interpreted as a compatibility relation defined on $S$, with the compatibility classes being the blocks of $SS$. Such a compatibility relation is reflexive and symmetric but is not required to be transitive. If it is transitive, i.e. the subsets $B_i$ of the corresponding set system $SS$ are disjoined, then it is an equivalence relation and the set system $SS$ is a partition. A certain set system $SS$ (partition $P$) gives information about the elements of $S$ with limited precision to the compatibility (equivalence) class. With this information it is possible to distinguish the different classes although it is impossible to distinguish between the elements of the same class. The set system product can be interpreted as a product of the corresponding relations; it represents combined information about the elements of $S$ that is provided by the relations together. The set system sum can be interpreted as the sum of the corresponding relations and it represents information about elements of $S$ after applying the combined abstraction provided by the relations involved. The partial ordering relation denotes the fact that if $SS_1 \leq SS_2$, then $SS_1$ provides the same or more information about elements of $S$ than $SS_2$. In this paper, we will use the term set system to designate a set system, generalized set system or partition, everywhere where this will not lead to misunderstanding.

When analyzing or designing information systems, we are interested in relationships between information streams which express such properties as similarity (common information), dissimilarity (different information), missing information, extra information, etc. If we want to consider the interesting relationships and to base the design decisions on results of such analysis, introduction of an adequate analysis apparatus is necessary. This is however impossible before answering the question: “what information is modeled by a certain set system?” To answer this question, it was necessary to discover what is an elementary (atomic) portion of information, i.e. such portion that any other information (for example as modeled by a set system) can be expressed as a composition of such atomic portions.

I proposed the following solution [8]: an elementary information describes the ability to distinguish a certain single symbol $s_i$ from another single symbol $s_j$, where: $s_i \in S$ and $s_i \neq s_j$. Any set of atomic portions of information can be represented by an information relation $I$, information set $IS$ and information graph $IG$ defined on $S \times S$ as follows:

$$I = \{(s_i, s_j) | s_i \text{ is distinguished from } s_j \text{ by the modeled information} \}$$

<table>
<thead>
<tr>
<th>Term</th>
<th>Inputs</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>symbols</td>
<td>$x_1$, $x_2$, $x_3$, $x_4$, $x_5$, $x_6$</td>
<td>$y_1$, $y_2$, $y_3$, $y_4$</td>
</tr>
<tr>
<td>1</td>
<td>0 0 0 0 1 0</td>
<td>1 1 1 0</td>
</tr>
<tr>
<td>2</td>
<td>0 0 0 1 0 -</td>
<td>1 1 - 0</td>
</tr>
<tr>
<td>3</td>
<td>1 0 1 - 1 -</td>
<td>1 1 1 0</td>
</tr>
<tr>
<td>4</td>
<td>- 1 1 1 1 1 -</td>
<td>0 - 0 1</td>
</tr>
<tr>
<td>5</td>
<td>- 0 1 - 0 0</td>
<td>- 0 - 0</td>
</tr>
</tbody>
</table>
IS = \{ \{ s_i, s_j \mid s_i \text{ is distinguished from } s_j \text{ by the modeled information} \} \}, and
\[ IG = IS \setminus IS \text{ (i.e. information that is present in both SS}_1 \text{ and SS}_2 \}. \]

In a strictly analogous way, the notion of the elementary (atomic) abstraction, and the appropriate abstraction (compatibility) relation A, set AS and graph AG can be introduced [8].

Relationships between set systems can now be analyzed by considering the relationships between their corresponding information and abstraction relations, sets and graphs. In particular, the correspondence between SS, IS and AS is as follows: IS contains the pairs of symbols that are not contained in any single block of a corresponding SS, and AS contains the pairs of symbols that are contained in at least one single block of a corresponding SS.

**Example 1.** (information modeling with set systems and information sets)

For the function from Fig. 1 the appropriate set systems and information sets for particular input and output variables and for the whole 4-output function are listed below:

- For SS:  
  \[ SS(x)_1 = \{1, 2, 3, 5\}; \] \[ SS(x)_2 = \{1, 2, 3, 4\}; \] \[ SS(x)_3 = \{1, 2, 3, 5\}; \] \[ SS(x)_4 = \{1, 2, 3, 4\}. \]

- For IS:  
  \[ IS(x)_1 = \{1, 2, 3, 5\}; \] \[ IS(x)_2 = \{1, 2, 3, 4\}; \] \[ IS(x)_3 = \{1, 2, 3, 5\}; \] \[ IS(x)_4 = \{1, 2, 3, 4\}. \]

- For AS:  
  \[ AS(x)_1 = \{1, 2, 3, 5\} \] \[ AS(x)_2 = \{1, 2, 3, 4\}. \]

To stress that the symbols from a pair of incompatible symbols are distinguished from each other and to shorten the notation of information sets, we will further denote each pair of incompatible symbols \( \{s_i, s_j\} \) by \( s_i\overline{s_j} \).

In the same way information can be modeled with set systems and information sets for any discrete system, including multiple-valued systems. For instance in the case of a multiple-valued function, the only difference compared to the binary function is the fact, that the set systems induced by particular input and output variables are the multiple-block set systems instead of two-block set systems. Each of them has as many blocks as many values can take a certain input/output variable.

3. Information relationships and measures

When performing analysis or design of information systems, we often ask for relationships between information in various information streams, places or parts of a considered system. In general, we are interested in information relationships that express similarity, dissimilarity, missing information, extra information etc. Below, some basic information relationships are recalled which express these elementary properties:

- **common information** CI (i.e. information that is present in both SS1 and SS2): \( CI(SS_1, SS_2) = IS(SS_1) \cap IS(SS_2) \)

- **total (combined) information** TI (i.e. information that is present either in SS1 or in SS2): \( TI(SS_1, SS_2) = IS(SS_1) \cup IS(SS_2) \)

- **missing information** MI (i.e. information that is present in SS1, but missing in SS2): \( MI(SS_1, SS_2) = IS(SS_1) \setminus IS(SS_2) \)

- **extra information** EI (i.e. information that is missing in SS1, but present in SS2): \( EI(SS_1, SS_2) = IS(SS_2) \setminus IS(SS_1) \)

- **different information** DI (i.e. information that is present in one of the set systems and missing in the other): \( DI(SS_1, SS_2) = MI(SS_1, SS_2) \cup EI(SS_1, SS_2) \)

Analogous relationships can be defined for abstraction [8].

**Example 2.** (some information relationships for the function from Fig. 1)

\[ CI(SS_1, SS_2) = \{1, 2, 3, 4\} \]
\[ TI(SS_1, SS_2) = \{1, 2, 3, 4\} \]
\[ MI(SS_1, SS_2) = \{1, 2, 3, 4\} \]
\[ EI(SS_1, SS_2) = \{1, 2\} \]
\[ DI(SS_1, SS_2) = \{1, 2\} \]

With the relationship apparatus defined above, we can answer such questions as: what information required to compute values of a certain variable is present in another variable, what information is missing, what extra information is present etc.

However, knowledge of "what" is often not sufficient to take appropriate design decisions, because the design decisions are based in most cases not only on some qualitative, but also on some quantitative comparisons.

Along the knowledge of "what", some knowledge of "how much" and "how important" is required. For instance: how much of the required information provides a certain variable and how much another one, is it much more, etc. Moreover, information that is provided by just a single input may be considered as more important than information provided by all inputs, an input that delivers a unique information may be considered as more important than another input that delivers only information provided also by some other inputs etc.

Therefore, some quantitative relationship measures are often necessary.

For a single set system SS the **information quantity** IQ is defined: \( IQ(SS) = I(SI(SS)) \).

For two set systems SS1 and SS2, the following **relationship measures** are defined:
• information similarity (affinity) measure ISIM: ISIM(SS₁, SS₂) = |CI(SS₁, SS₂)|
• information dissimilarity (difference) measure IDIS: IDIS(SS₁, SS₂) = |DI(SS₁, SS₂)|
• information decrease (loss) measure IDEC: IDEC(SS₁, SS₂) = |MI(SS₁, SS₂)|
• information increase (growth) measure IINC: IINC(SS₁, SS₂) = |EI(SS₁, SS₂)|
• total information quantity TIQ: TIQ(SS₁, SS₂) = |TI(SS₁, SS₂)|.

It is also possible to define some relative measures, by normalizing the above absolute measures, and weighted measure, for example, by associating an appropriate importance weight w(sₘₖₗ) with each elementary information [8]. In a strictly analogous way, the abstraction relationship measures can be defined [8].

4. Application of the relationships and measures to logic synthesis

The information and abstraction relationships as well as the measures for the strength and importance of the relationships enable designers and tools to analyze relationships between the information streams of the considered systems and provide them with data necessary for effective and efficient decision-making. Results of the relationship analysis make it possible to discover the nature of the considered system or to decide its structure in order to satisfy given design constraints or optimize certain objectives.

In order to demonstrate the importance of the information relationship analysis and to show how to apply it in the logic synthesis process, let’s consider the problems of the input support minimization, parallel (output) decomposition and serial functional decomposition. These problems are highly relevant and common for both the binary logic applications (e.g. VLSI circuit design [3]-[10][12][14][15][17][18][20]-[22]) and multiple-valued logic applications (e.g. pattern analysis, knowledge discovery, machine learning, decision systems, data bases, VLSI circuit design etc. [11][12][13][16][19][23]). They are considered below for the case of incompletely specified Boolean functions. However application of the information relationships and measures to the multiple-valued logic is strictly analogous, because in the multiple-valued case the information is modeled with information sets the same way as in the binary case, and the relationships and measures operate on the information sets.

4.1. Application to input support minimization.

Input support minimization consists of finding a minimal sub-set of inputs that contains all information that was required to compute by the originally specified function, or sequential machine [7][9].

Let’s find the minimum support for the function from Fig. 1, by analyzing the relationships between the information required for computing the output values (modeled by set system SS(y₁,y₂,y₃,y₄) = { {1};{2,3};{4};{5}}) and information provided by particular input variables. Some of the interesting relationships and the corresponding measures are given below:

|CI(y, x₁) = {1, 3, 4, 2} |CI(y, x₁) = 3 |
|CI(y, x₂) = {1, 4, 2, 4, 5} |CI(y, x₂) = 3 |
|CI(y, x₃) = {1, 4, 1, 5, 2, 4, 3, 4, 3} |CI(y, x₃) = 6 |
|CI(y, x₄) = {1, 2, 1, 3, 4} |CI(y, x₄) = 3 |
|CI(y, x₅) = {1, 3, 4, 2, 4, 3, 5, 4, 5} |CI(y, x₅) = 5 |
|CI(y, x₆) = {1, 5} |CI(y, x₆) = 1 |

Observe that:

|CI(y, x₃) > |CI(y, x₄) > |CI(y, x₁) = |CI(y, x₂) = |
|CI(y, x₅) > |CI(y, x₆) |

The information similarity measure tells us, that x₃ delivers more information that is required for computing y than x₁, x₅ more than x₅, etc. Furthermore, x₅ delivers a unique information that is necessary for computing the output, but is not delivered by any other input variable, namely: 2|5. Therefore, x₅ must be in any support, thus also in any minimal support. Since CI(y, x₅) does not cover IS(y) completely, the symbols from the pairs given by IS(y) - CI(y, x₅) = {12, 13, 4, 5} are not distinguished from each other by x₅, and therefore at least one extra input variable is necessary for the minimum support. Because CI((IS(y) - CI(y, x₅)), x₁) = ∅, CI(IS(y) - CI(y, x₅)), x₃) = {1, 4, 5}, CI(IS(y) - CI(y, x₃)), x₄) = {1, 2}, CI(IS(y) - CI(y, x₃)), x₅) = {1, 3, 4, 5}, CI(y, x₆) = ∅, no single variable delivers the lacking information, but x₄ and x₅ together provide it. This means that x₃, x₄ and x₅ constitute the minimum input support.

In a similar way the information relationships and weighted measures are used in our genetic algorithm (GA) for finding the minimal input support [7]. In particular, the weighted information similarity measure is used in GA for the semi-random construction of the initial support population. The probability of a certain input variable to be selected for an initial support is proportional to the value of this measure. The same measure is also used for the selection of input variables in the local search performed by the deterministic merge and repair operators of the genetic algorithm [7]. Table 1 presents the test results of GA compared to the strictly minimal results and results from QuickScan algorithm [7][9] computed at the HP9000/735 processor under HP-UX 9.05. The results from GA are computed quickly and are in almost all cases strictly optimal and sometimes on distance one from optimum. The test files were specially generated, because the standard logic synthesis benchmark set contained functions with minimal input supports. The benchmarks do not contain either essential or dominated inputs and are “difficult”, because they cannot be solved or reduced by the preprocessing


Table 1. Test results of the genetic algorithm (GA) and QuickScan (QS).

<table>
<thead>
<tr>
<th>File</th>
<th>Q (min)</th>
<th>Q QS</th>
<th>T QS</th>
<th>Q GA</th>
<th>T GA</th>
<th>Q mg</th>
<th>T mg</th>
<th>Q GA</th>
<th>T GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>i10</td>
<td>7</td>
<td>7</td>
<td>&lt;1</td>
<td>7</td>
<td>&lt;1</td>
<td>7</td>
<td>&lt;1</td>
<td>7</td>
<td>&lt;1</td>
</tr>
<tr>
<td>i20s04a</td>
<td>4</td>
<td>4</td>
<td>&lt;1</td>
<td>4</td>
<td>4</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>i20s05a</td>
<td>5</td>
<td>5</td>
<td>&lt;1</td>
<td>5</td>
<td>5</td>
<td>&lt;1</td>
<td>5</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>i20s06a</td>
<td>6</td>
<td>6</td>
<td>&lt;1</td>
<td>6.17</td>
<td>2</td>
<td>&lt;1</td>
<td>6</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>kaz</td>
<td>5</td>
<td>6</td>
<td>&lt;1</td>
<td>5.17</td>
<td>2</td>
<td>&lt;1</td>
<td>5</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>i30s08a</td>
<td>8</td>
<td>9</td>
<td>2</td>
<td>9.17</td>
<td>30</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>40</td>
</tr>
<tr>
<td>i30s08b</td>
<td>8</td>
<td>9</td>
<td>2</td>
<td>9.17</td>
<td>22</td>
<td>9</td>
<td>6</td>
<td>8</td>
<td>38</td>
</tr>
<tr>
<td>i30s08c</td>
<td>8</td>
<td>9</td>
<td>2</td>
<td>9.17</td>
<td>21</td>
<td>8</td>
<td>6</td>
<td>8.13</td>
<td>34</td>
</tr>
<tr>
<td>i30s10a</td>
<td>10</td>
<td>11</td>
<td>6</td>
<td>11.17</td>
<td>1.37</td>
<td>11</td>
<td>58</td>
<td>10.88</td>
<td>2.39</td>
</tr>
<tr>
<td>i40s09a</td>
<td>9</td>
<td>10</td>
<td>5</td>
<td>9.83</td>
<td>56</td>
<td>9</td>
<td>19</td>
<td>9</td>
<td>1.52</td>
</tr>
<tr>
<td>i40s09b</td>
<td>9</td>
<td>10</td>
<td>5</td>
<td>9.83</td>
<td>55</td>
<td>9</td>
<td>19</td>
<td>9</td>
<td>1.53</td>
</tr>
<tr>
<td>i40s10a</td>
<td>10</td>
<td>11</td>
<td>9</td>
<td>11.17</td>
<td>2.53</td>
<td>11</td>
<td>1.47</td>
<td>10</td>
<td>6.47</td>
</tr>
<tr>
<td>i50</td>
<td>7</td>
<td>9</td>
<td>2</td>
<td>8.67</td>
<td>20</td>
<td>8</td>
<td>4</td>
<td>8</td>
<td>48</td>
</tr>
<tr>
<td>i100</td>
<td>9</td>
<td>11</td>
<td>30</td>
<td>10.83</td>
<td>3.31</td>
<td>9</td>
<td>1.02</td>
<td>9</td>
<td>5.98</td>
</tr>
</tbody>
</table>

Q-quality (number of variables in the support) of the best support found, Q[min] – quality of the minimum support, T – computation time (min:sec), QS – QuickScan, GA – genetic algorithm, GA – GA without merge, mg – merge performed on the full original support, Average over 6 runs, Average over 8 runs.

4.2. Application to parallel (output) decomposition.

Parallel decomposition is a very important decomposition technique used for multiple output functions, relations and sequential machines [4][6][12][17]. In parallel decomposition, computations of values for certain subsets of outputs are performed in separate blocks. Thus, parallel decomposition consists of partitioning of the set of output variables in disjoint subsets, each satisfying the building block constraints, so that some objectives are optimized and some other possible constraints satisfied.

Assume that each logic building block for implementing the considered example function can implement any function, with maximally 2 inputs and 2 outputs (as in look-up table FPGAs). Since the example function has 4 outputs and requires minimum 3 inputs, it is impossible to implement the function with a single building block. The function must be decomposed into at least two blocks. Find a parallel decomposition with minimal number of blocks and minimum interconnections.

Let’s compute the affinity relationships between the information required by particular output variables and information delivered by particular input variables and the corresponding relative similarity measures. For simplicity sake, let’s consider only the minimal input support \{x_i, x_t, x_s\} (the function with the original support can be considered precisely the same way).

\[ C(y_1, x_s) = \{2|4, 3|4\} \quad ISIM(y_1, x_s) = 0.5 \]
\[ C(y_1, x_t) = \{1|2, 3|4\} \quad ISIM(y_1, x_t) = 0.5 \]
\[ C(y_2, x_s) = \{1|3, 2|4\} \quad ISIM(y_2, x_s) = 0.5 \]
\[ C(y_2, x_t) = \{1, 2, 3|5\} \quad ISIM(y_2, x_t) = 1 \]
\[ C(y_2, x_s) = \emptyset \quad ISIM(y_2, x_s) = 0 \]
\[ C(y_3, x_t) = \{1|4, 3|4\} \quad ISIM(y_3, x_t) = 1 \]
\[ C(y_3, x_s) = \{1|4, 3|4\} \quad ISIM(y_3, x_s) = 1 \]
\[ C(y_3, x_s) = \{1|4\} \quad ISIM(y_3, x_s) = 0.5 \]
\[ C(y_4, x_s) = \{1|4, 2|4, 3|4\} \quad ISIM(y_4, x_s) = 0.75 \]
\[ C(y_4, x_t) = \{1|4, 3|4\} \quad ISIM(y_4, x_t) = 0.5 \]
\[ C(y_4, x_s) = \{1|4, 2|4, 4|5\} \quad ISIM(y_4, x_s) = 0.75 \]

Since ISIM(y_2, x_s) = 1 and ISIM(y_2, x_t) = 1, x_3 delivers complete information required for computing y_2 and y_3. Thus, y_2 and y_3 can be implemented with just a single logic block with one input x_t and two outputs y_2 and y_3. y_1 and y_4 require each at least two input variables for their computation, because no single variable delivers all required information (ISIM(y_1, x_i) < 1 and ISIM(y_4, x_i) < 1, for all i=3,4,5). Furthermore, x_4 provides a unique information for y_1 (1[2]), and for y_4 (4[5]), not provided by any other input. Importance of x_4 is thus highest, and therefore, x_4 must be used both for computing y_1 and y_4. Similarly, x_4 provides a unique information for y_1 (1[2]), importance of x_4 is also highest and x_4 must be used for computing y_1. Since C(y_1, x_4) = \{1|2, 3|4\} = IS(y_1), \{x_4, x_4\} is a complete minimal support for y_1. \{x_4, x_4\} is also a complete minimal support for y_4, because:

\[ C(y_4, \{x_4, x_4\}) = \{1|4, 2|4, 3|4, 4|5\} = IS(y_4). \]

Thus, y_1 and y_4 can be implemented with just a single building block with two inputs x_4 and x_4, and two outputs y_1 and y_4. In this way, we constructed a parallel decomposition of the considered function (Fig. 2) that satisfies the input and output constraints of the used building blocks, uses minimum number of building blocks (just two blocks) and minimum interconnections (no common inputs to different blocks).

More information on parallel decomposition, prototype tools we developed for this aim and some benchmark results of these tools can be found in [4] and [6].

4.3. Application to serial functional decomposition.

Fig. 3 shows the schematic representation of the serial functional decomposition.
with information delivered by the set system $P(A)$, is essential to compute the required output information (Theorem 2). Since the number of block’s $G$ outputs should be in practical cases much smaller than the number of its inputs, $\Pi_G$ must have much less blocks than $P(B)$. $\Pi_G$ is created by merging the blocks of $P(B)$ and a lot of abstraction is made during this merging. To avoid too big loss of information during the merging process or creation of set systems $\Pi_G$ with too large number of blocks (which would require too many physical logic blocks in implementation), set $B$ should contain input variables that carry relatively much information which is not important for computing values of the output variables. Moreover, a part of the important information delivered by variables from set $B$ is in most cases also delivered by some transfer this information to the output of $G$. It can be abstracted during the merging process. Also, the set systems induced by each of the input variables from set $B$ should be similar each to another, because this results in less blocks of $P(B)$ itself and less merging to perform.

Based on these observations the following rules of input variable selection for set $B$ have been developed. Variable $x_i$ should be included into set $B$ if:

- $\text{IN}(P_B, x_i)$ is relatively high,
- $\text{IS}(P(A), x_i)$ is relatively high,
- $\text{IS}(P(B'), x_i)$ is relatively high,

where: $x_i$ - candidate to set of indirect variables $B$, $B'$ – partially created set $B$.

Using these rules, we developed and implemented a heuristic method for the (near-) optimal input support selection in serial decomposition. Experimental results from our method are presented below and compared to the results from the systematic search. In the systematic search the supports are implicitly enumerated. For each support, the corresponding set system $\Pi_G$ is computed and the first found support with the minimum number of blocks in $\Pi_G$ is used for decomposition. The number of blocks of partition $\Pi_G$ shows strong positive correlation with the number of logic blocks and logic levels in the resulting decomposition, and therefore, it is a good measure for the support quality. In the case of our heuristic selection also the first support is used for decomposition, but the first one found based on information relationships measures. We used for experiments a number of functions from the international logic synthesis benchmark set. Table 2 and 3 report results of the input support selection for set $B$ in a single serial decomposition step, as illustrated in Fig. 2. Table 4 shows the results of decomposition of some benchmark functions into a network of 4-input, 1-output logic cells, obtained by repeating the serial decomposition step from Fig. 3 a number of times. In Table 2 the comparison of the number of blocks of partition $\Pi_G$ is presented for heuristic and systematic method.

![Figure 2. Optimal parallel decomposition of the example function from Fig. 1.](image)

![Figure 3. Serial decomposition scheme](image)
The systematic search always finds a support, which results in partition $\Pi_G$ with the strictly minimum number of blocks. However, the method based on information measures produces also the minimal or near-minimal results and does it much faster. Table 3 shows comparison of the computation time for both methods for a single support selection step. In Table 4, the number of logic cells (4-input, 1-output FPGA cells) in decompositions is presented for several benchmarks, for decompositions found by application of the heuristic or systematic support selection a number of times. The method based on information relationship measures produces decompositions with the same or almost the same number of blocks as the systematic method. In some cases the results from the heuristic support selection are even better than from the systematic. More information on the application of the information relationships and measures to the serial functional decomposition is presented in [18].

### 5. Conclusion.

The famous theory of partitions and set systems of Hartmanis [2] and the theory of information relationships and measures discussed here form just together an information modeling and analysis apparatus that is of primary importance for analysis and synthesis of discrete information systems, and in particular for logic design.

We applied the apparatus of information relationships and measures for design decision making in a number of prototype CAD tools for solving various logic design problems. Among others, we applied this apparatus for solving some logic decomposition problems and finding the minimal input support. The experimental results obtained with our prototype tools are very encouraging. For example, our input support minimization tool is able to compute the minimal supports for difficult and large (100 inputs) problem instances within few minutes. Our prototype multi-level decomposition tool for FPGAs is able to perform a single step of the functional decomposition more than 50 times faster than the tool based on systematic search, on benchmarks with 14-16 inputs, 10-20 outputs and 100-300 cubes, when producing the strictly optimal or near optimal results. By repetitively applying the decomposition step, our tool is able to completely decompose such a benchmark into 4-input CLBs thousands times faster than the systematic algorithm, when producing the minimum number of CLBs or at most 1 CLB more than the minimum on some of the checked benchmarks. The difference in processing time between these two tools grows very fast with the size of the decomposed function.

The application examples and experimental results from our prototype tools demonstrate the high potential of the information relationships and measures in solving various logic analysis and synthesis problems.
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