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Abstract: In this paper, we discuss the design and implementation of a high-speed, 
low power 1024-point pipeline FFT processor. Key features are flexible internal data 
length and a novel processing element. The FFT processor, which is implemented in a 
standard 035 pm CMOS process, is efficient in term of power consumption and chip 
area. 

1. INTRODUCTION 

The Fast Fourier transform (FFT) and its inverse (1FE;T) is one of the fundamen- 
tal operations in the field of digital signal processing. The FFWIFFT are widely used 
in various areas such as telecommunications, speech and image processing, medical 
electronics and seismic processing, etc. Recently, the FFT/IFFT is used as one of the 
key component in OFDM-based wideband communication systems, like xDSL mo- 
dems and wireless mobile terminals. 
In this paper we present the design of a 1024-point FFTiIFFT processor which com- 
putes a 1024-point FFT including I/O within 40 ps. The target application is a pro- 
totype for a wide coverage mobile radio modem with ten users with 2 Mbit/s each. 
This prototype is developed in a consortia consisting of three Swedish universities 
and three Ericsson companies. A brief review on FFT architectures is described in 
section 2. Implementation issues are discussed in section 3, and, finally, we present 
a performance estimate in section 4. 

2. FFT ARCHITECTURE 

FIT processors can be divided into three main classes: 
I. Pipeline FFTs. They utilize concurrent processing of different stages to 

achieve high throughput [ 11. 
11. Column FlTs. Each stage in the FFT is computed with a set of processing 

elements and the result is fed back to the same processing elements for the 
computation of the next stage. 

111. Fully parallel FFTs. The operations in the signal-flow graph are mapped iso- 
morphically to a hardware structure. The implementations are hardware in- 
tensive and is with current technology not practical for large FFTs. 
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2.1 Radix-4 Single-path Delay Commutator Architecture 

I~~~~ - 

In order to minimize the power consumption, a trade-off between the complexity 
of the butterfly processing elements and the data communication between process- 
ing elements should be done. A large radix, i.e. complex processing element, results 
in fewer processing elements and fewer transactions between process elements and 
memories in each stage and the number of stages is also reduced. Furthermore, the 
multiplications are the most power dissipating operations as observed from the pre- 
vious work by J. Melander [2] and T. Widhe [3]. The choice on architecture with 
fewer multiplications is therefore important to reduce the total power consumption. 
Architectures with radix-4 is in this respect superior to architectures with radix-2. 

In our target application, the input data arrive continuously. Hence, the FFT proc- 
essor must buffer the input and output data in order to obtain a uniform throughput. 
We have therefore selected a Radix-4 Single-path Delay Commutator (R4SDC) ar- 
chitecture. This architecture was first proposed by Bi and Jones [4] and has been im-’ 
plemented in [ 5 ] .  This architecture improves the efficiency of butterfly element with 
a modified butterfly element. The architecture of a 16-point R4SDC is shown in Fig- 
ure 1, and the memory size for the first and second stage is 24 and 6, respectively. 

Single-path - Simplified 
delay - Radix-4 delay - Radix4 Output 
commutator - Butterfly -Qp.) commutator - Butterfly - 
24 element 6 element 

Single-path --+ Simplified 

2.2 Simplified Butterfly Element 

The conventional Radix-4 butterfly element requires 8 adders/subtractors and 
some trivial multiplications with f l  or f j  . Since the input and output data rate is 
uniform, the butterfly element can be simplified. The simplified butterfly element 
requires only 3 adders/subtractors and processes one output data at a time to match 
the input data rate. However, this requires more memory to temporarily save the in- 
put data. 
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Figure 2 Simplified Butterfly Element 
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2.3 Complex Multiplier 

A 

B 
- 

+ 

The complex multiplier is the key component in the datapath. The direct imple- 
mentation of complex multiplier requires 4 real multipliers. the number of real mul- 
tipliers can be reduced to 3 with a simple transformation at the cost of extra 
additions. In the FFT processor, the twiddle factors are known in advance, which can 
be simplified the complex multiplier with Distributed Arithmetic (DA) [ 121. The 
hardware complexity for the complex multiplier with DA in our design is about 2 
real multipliers with a small modification in the partial product generation. 

(C+D) 
Partial product 
generator 1 (C-D) 

Accumulator 

Table 1: Partial Product Generation for Complex Multiplier 

Accumulator 

2.4Memory 

The memories dominate in terms of chip area. It is important both from power 
consumption and chip area point of view to reduce the memory size. This can be 
done in two ways: the first is to minimize the internal word length, and hence, reduce 
the memory size; the second is to select an area efficient memory structure. The in- 
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ternal word length reduction shows that memory size can be reduced up to 14% by 
using different word lengths in the stages [6]. A dual-port memory is required since 
the read and write operation must be performed in one clock cycle. 

I 

I I 

Figure 4 Single-port RAM Based Commutator 

However, a dual-port memory cell requires 33% more chip area than a single- 
port memory cell. We therefore use two single-port memories to replace a dual-port 
memory [ 151 as illustrated in Figure 4. 

. 

3. IMPLEMENTATION CONSIDERATIONS 

In order to obtain low power consumption with a standard 0.35 pm CMOS proc- 
ess which is normally operated at 3.3 V, we operate the FFT processor at a lower 
than normal power supply voltage [7], i.e. only 1.5 V. 

The pipelined FlT processor can be divided into three main building blocks: 
memory, simplified butterfly elements, and complex multipliers. The control unit is 
also considered in this section. 

3.1 Memory 

As the supply voltage is as low as 1.5 V, the speed degration will be severe for 
the memories design. Since the SRAM has a lower access time than DRAM at low 
supply voltage, we select to use SRAM. An SRAM consists of three building blocks: 
memory cell matrix, peripheral circuits, and the decoder. 

The decoder can be realized by using a hierarchical architecture, which reduce 
both the delay and the activity factor. The row decoder can use either NOR-NAND 
decoder or tree decoder. Tree decoder requires fewer transistors, but suffer from 
speed degration due to the serial-connection of pass-transistors, which could in- 
crease the delay (it becomes worse for lower power supply voltage). The NOR- 
NAND decoder has a regular layout but requires more transistors. In small decoders 
the tree decoder is-preferred and the NOR-NAND decoders is preferred for larger 
decoders. 

The memory cell is a 6T full CMOS memory cell because it is more robust at 
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1 S V .  To reduce the word line delay we use metal wires instead of poly wires. 
The sense amplifiers (SA) are one of the most power dissipating parts in the pe- 

ripheral circuits. To reduce the power consumption, pulsed sense enable signal is 
used to reduce the active time. The conventional current mirror sense amplifier has 
both low gain and large delay time for low voltage operation. We modified therefore 
an STC D-flip-flop [8] to form a two stage latch type sense amplifier. The sense am- 
plifier is functional when the supply voltage is as low as 0.9 V. The HspiceTM simu- 
lation shows that this SA dissipates 11.4 pW at 1.5 V, 25 MHz. 

i D 
- - 

Figure 5 STC D-flip-flop 

3.2 Complex Multiplier 

The complex multipliers dissipates almost 80% of total power in the previous 
work [2] [3]. So it is important to design a low power multiplier. 

Multipliers can be divided into three types: bit-parallel, bit-serial, and digit-seri- 
al. Although the bit-serial, or digit-serial, multiplier has often less chip area than that 
of bit-parallel, it requires a high-speed clock. To achieve high throughput, the bit- 
serial, or digit-serial multiplier often needs several parallel units, which increases ac- 
tivity factor for the local clock. To meet the speed requirement, we therefore select 
a bit-parallel structure. 

The fastest multi-operand tree is the Wallace tree, but the Wallace tree has com- 
plex wiring and is therefore difficult to optimize and the layout becomes irregular. 
The overturned-stairs tree [9], which has a regular layout and the same performance 
as the Wallace tree when the data word length is less than 19, is used in the design 
of the complex multipliers [lo]. 

The straight forward way to generate partial products is derived directly from the 
formulation of DA [12]. It requires a delay of two XOR-gates and a 2-to-1 multi- 
plexer, which is shown in Figure 6(i). A new scheme (See Figure 6(ii)) is suggested 
in [ 131 which uses only a 4-to-I multiplexer and two inverters. As the final adder, a 
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Brent-Kung’s adder [14] is used in order to meet the timing constraint. 

a i ~ b i  

i 
ai 

0 I 

Fi(ai,bi) F;(a;,bi> 

(0 (ii) 

Figure 6 Partial Product Generation Circuits 

The selection of full adder is important to the whole multiplier. The conventional 
static CMOS adder with large stack height, is too slow (See Figure 7). We therefore 
select an adder called Reusens full adder [ 1 l](Figure 8). This adder is fast and com- 
pact, but requires buffers at the outputs. 

Figure 7 Conventional CMOS Full Adder 

The buffer insertion is usually considered as a drawback since it introduces 
delay and increases power consumption. However, in the multiplier design, the - 

X Y 2 Y 

Figure 8 Reusens Full Adder 

extra 
buff- 
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er insertion is necessary any way to drive the long interconnections. There is no di- 
rect path from power supply line to the ground in this full adder, which yields low 
power consumption. The HspiceTM simulation shows that the complex multiplier can 
operates up to 30 MHz at 1.5 V. The power consumption, which is estimated with 
Lsim Powerm,'is 15 mW at 25 MHz with 1.5 V power supply voltage. 

3.3 Simplified Butterfly Element 

The simplified butterfly element utilizes three adders/subtractors and need three 
control signals (See Figure 2). The processing of data takes place in two steps: the 
first step is to addhubtract two input data to generate the intermediate results, the 
second step is to use the intermediate results to compute the output. Note that the 
only operations used are additions and subtractions. Hence we can simplify the 
processing as shown in Figure 9 where we have replaced the two adders/subtractors 
in the butterfly element with a 4/2 compressor and two extra set of XOR-gates. 

Input 0 

Input 1 

Input 2 

Input 3 

output 
d 

Control Signals 1 
Figure 9 Novel Simplified Butterfly Element 

3.4 Control Unit 

A global control unit that provides the control signals to the different parts of 
FFT processor is expensive in term of complexity and it is difficult to manage the 
timing issues. As the transistor size is scaled down and clock frequencies increase, 
the problem of routing and associated timing issues become even more difficult. We 
therefore select a distributed control scheme [ 151. The 1024-point FFT processor has 
five stages and each stage has a local control unit. Only three control signals are 
transferred between two local control units belonging to adjacent stages. This ap- 
proach reduces the clock skew between datapath and control units, since they can 
share the same local clock driver. Local control units has simpler control function 
and, hence, are easier to design. 
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4. RESULTS 

Complex Multipliers 

Simplified Butterfly Elements 

Control unit & others 

The FFT processor has been designed using a 0.35 pm standard CMOS technol- 
ogy with five metal layer from Alcatel MietecTM. The FFT processor has a core area 
of 3.1 mm x 3.4 mm and dissipates less than 200 mW at 1.5 V. 

I Power Consumption @ 1.5 V, 25 MHz 1 

60 mW 

30 mW 

20 mW 

I 

Memories (RAMS, ROMs) I 90 mW 

As we can see from the table, the percentage of power consumption for complex 
multipliers is efficiently reduced in our design. The most power dissipating part in 
the FFT processor is memories, which dissipate 45% in the total power consump- 
tion. Low power design of memories should be important in the future works. 
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