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Abstract. We present some new perspectives on an old problem: com-
positionality of trace-style semantics for stochastic processes. The ini-
tial step is a more fine-grained analysis of how parallel composition of
stochastic processes can be defined in a meaningful way. We make a
connection between the notion of adversary models and the formal def-
initions of stochastic system types and parallel composition operators.
In particular, we focus on causal dependencies arising from the so-called
strong adversaries and argue that trace-style semantic compositionality
cannot be achieved under strong adversaries.

We identify a structural feature of stochastic processes called “invisible
probabilistic branching” and illustrate its connection with strong adver-
saries. Based on these observations, we introduce a new system type
together with appropriate notions of observable behavior and parallel
composition. We prove a finite approximation theorem for behaviors and
use that to prove semantic compositionality. Finally, we present a model
of the Chor-Israeli-Li consensus protocol in our new framework.

1 Motivations and Conceptual Analysis

The study of concurrency concerns the development and analysis of system com-
ponents executing in parallel. Such components may communicate with each
other via some well-defined mechanism, for instance, shared variables or asyn-
chronous message passing. Apart from this communication, the evolution of each
individual component is independent from the behavior of other components.
This independence assumption underlies the so-called modular approaches to
system development, which are popular in various stages of the development
process including design, implementation and analysis.

To put modular methods on firm grounds, it is essential that our formal
models come with a convincing notion of parallel composition, one that reflects
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our intuitions about independent evolution of parallel components. This require-
ment usually takes the form of a semantic compositionality! theorem, relating
the parallel composition operator to the relevant notion of system behavior.

Compositionality issues have been well-studied for non-deterministic models
of distributed computation. For stochastic processes, however, a careful study
of parallel composition is somewhat harder to find2. In particular, many articles
that do present parallel composition operators for stochastic processes fail to
provide an explanation of the intuitive meaning of these operators.

The present paper aims to provide some initial steps in this direction, with
a focus on causal dependencies among behaviors of parallel, stochastic com-
ponents. Aside from the conceptual analysis, we present a new system type for
modeling stochastic processes, together with a parallel composition operator and
a notion of trace-style observable behavior. Much attention will be devoted to
justifying our view on parallel composition and to arguing that our technical
definitions correctly capture those ideas.

We do not expect the reader to agree with every philosophical comment we
make in this paper. Our primary goal is to convey the following: (i) there are
legitimate foundational issues regarding the use of randomization in our models
of parallel computation, and (ii) it is a non-trivial task to fully understand the
philosophical implications of one’s mathematical definitions.

1.1 Interleaving Semantics and Random Choices

A fundamental idea in concurrency theory is the interleaving interpretation of
parallel composition. Namely, (i) every atomic step of a composite system is an
atomic step of one of its components (or more in case of synchronization); and
(ii) the scheduling among components is arbitrary. This view seems perfectly ade-
quate when the basic building blocks of a system are deterministic algorithms, in
which case uncertainty arises only from choices among distributed components.
As it turns out, non-determinism provides a very natural means to modeling
such choices, because it captures the idea of complete lack of information (or
“ignorance”).

The story is different when our basic algorithms contain stochastic elements.
Typically, a component is assumed to have access to some random source which,
upon request, draws an element from some pre-specified probability distribution.
Under this extension, we are confronted with two distinct types of uncertain-
ties: (i) random choices within individual components and (ii) non-deterministic
choices among distributed components. We illustrate this by introducing our
running example.

Example 1. Suppose two automata A and B are racing to write their own pref-
erence values into a shared register, which can be written to only once, i.e., all

! We distinguish “semantic” compositionality from the “syntactic” version, which sim-
ply states that a parallel composition operator is definable for a particular formal
framework, without reference to the associated notion of observable behavior.

2 We refer our reader to [SAV04] for a comparative survey on this topic.



subsequent write operations are ignored. Moreover, suppose there is a third au-
tomaton Coing which tosses a fair coin and announces the result by sending a
one-bit message across a network to an unspecified recipient. |

- . Coing & ,——
A B 0 2 send(0)
write 4 writep toss
1 send(1)

2

One may ask: what possible behavior can/will the composite A||B|| Coing ex-
hibit? There are many possible execution sequences, including, among others,
write4 . toss . send(0). writep and toss . writep . send(1). write 4. How should one as-
sign probabilities to these sequences? Notice the temporal ordering of the oper-
ations write4 and writep is significant, because it determines the content of the
shared register at the end of an execution.

In [DAHK98,Seg95], parallel composition is defined so that the composite
of two purely stochastic processes may contain non-determinism, reflecting the
lack of information in resolving the choice between these processes. Once the
composite process is constructed, one resorts to the so-called adversaries (or
schedulers) in order to remove all remaining non-deterministic choices. We refer
to this approach as “compose-and-schedule”. Since adversaries are usually his-
tory dependent, the outcome of interleaving can become causally connected to
previous events. This is the focus of the present paper.

There are of course other approaches to parallel composition of stochastic
processes, for example, parameterized composition [JLY01,DAHK98], real-time
delay [WSS94] and synchronous execution [dAHJ01,vGSS95]. Due to space con-
straints, we summarize these approaches in Appendix A and explain why we
find them unsatisfactory.

1.2 Adversary Models

In the setting of randomized distributed algorithms, one often speaks of adver-
sary models [Asp03,AB04]. An adversary is a function from a finite execution
of a system to an available next transition (or a convex combination of such
transitions, depending on the particular formalism). Such a function resolves
all non-deterministic choices in a system, so that random choices are the only
remaining uncertainties. The probability of each execution is then completely
determined by the sequence of coin tosses generating that execution.
Adversaries are important for analyzing worst case scenarios. That is, one can
image that the parties running a protocol are collaborating towards a certain
goal (e.g. termination), while the adversary tries to prevent the parties from
reaching that goal. Therefore, a stronger adversary model (i.e., adversaries with
more knowledge and power) gives a higher degree of confidence in the claim that
formal correctness proofs in fact guarantee correct behavior in real life systems.
Figure 1 below depicts an execution of A||B|| Coing from Example 1. This
execution is induced by a so-called strong adversary, which can observe entire



histories of all system components, including internal states. Indeed, the adver-
sary chooses between write 4 and writeg based on the outcome of toss.

write4  writeg  send(0)

toss
writeg  write 4 send(1)

[N

Fig. 1. An execution of A|B|| Coing

Let us consider some implications of the existence of such an adversary, call it
A. Let o denote the action sequence toss . write 4 . writep . send(0) and assume « is
observed during a run controlled by A. Then both events Ey := “coin comes up
heads” and E4 := “write4 precedes writeg” occur and the probability of F 4 is 1
at the time of occurrence of Ey. Moreover, if Ey had not occurred, then Ep :=
“coin comes up tails” would have occurred and the probability of F4 would have
been much lower (in this case, 0). The conjunction of these statements turns out
to be exactly how one defines the causal dependence between Ey and E4 in the
probabilistic counterfactual theory of causation®.

How are we then to provide some justification for this causal dependency?
A logical explanation would be that the event Epy somehow produced an ef-
fect on the computation environment, so that the system dynamics dictates “A
runs relatively faster than B.” Notice, this unknown effect must have been pro-
duced prior to the send(0) message from Coing, because in « the subsequence
write 4 . writeg precedes send(0). Moreover, this effect is not specified in the for-
mal description of Coing.

We now draw some conclusions from our analysis. First, if one insists on the
existence of such an adversary A, one must give up the independence assump-
tion we mentioned at the onset of this paper. In particular, the evolution of A||B
is dependent upon the evolution of Coing in some unspecified manner; that is,
a manner not described by the action synchronization mechanism of commu-
nication. Second, if one chooses to adopt the strong adversary model, then A
is definable and hence one must also give up the aforementioned independence
assumption. Finally, since the unknown effect of the previous paragraph is not
expressed in terms of actions, it is not captured as part of observable behavior
under a trace-style semantics. Consequently, a semantic compositionality the-
orem would not be possible. Many well-known counterexamples echo this last
claim and we provide one of them in Example 2.

Ezample 2. Consider Early, and Lateq as depicted below, where they synchronize
with Coing on the action toss. These two are equivalent in a typical trace-style
semantics. Yet, in Lateg || Coing, it is possible to define an execution in which

3 A detailed discussion on probabilistic causation is clearly beyond the scope of this
paper. We refer to [Hit02] for an overview.



the action a is totally correlated with send(0) and b with send(1). This is not
possible for Early, || Coing. We refer to [LSV03,CLSV04] for more details. |

Early, toy1—a> Lateg / Coing % .m.
) — . toss
\ . toss \ > send(1)
toss . . b . 3 —_—

Before moving on, we stress that many weaker forms of adversaries appear
in the literature [Asp03,AB04]. Below is a non-exhaustive list.

(1) Oblivious adversaries, which can observe only component names.

(2) Content-oblivious adversaries, which cannot distinguish operations that dif-
fer only in parameter (e.g. send(0) and send(1)).

(3) Write-oblivious adversaries, which cannot observe any value written to a
shared memory until that value has been read by some process.

(4) Local-oblivious adversaries, which cannot observe any randomly chosen value
until it is written to a shared memory.

1.3 Invisible Probabilistic Branching

Now we turn to the main objective of this paper: weakening the strong adversary
model just enough to guarantee a semantic compositionality theorem. Clearly, a
framework in which semantic compositionality holds is highly desirable. More-
over, our analysis in Section 1.2 shows that the strong adversary model commits
one to a strong assumption: the computation environment can detect the out-
come of any coin toss as soon as the coin lands, even if the outcome is not used
in any meaningful way. For example, we can remove the send(-) transitions from
Coing and still enforce the total correlation that A wins if and only if the coin
comes up heads. Therefore, we seek a slightly weaker adversary model in order
to avoid these irregularities.

We return to Example 1 and try to identify the structural features of Coing
that allow the adversary to observe internal random outcomes and to make
decisions accordingly. We come with two key observations.

(1) The specification Coing exhibits invisible probabilistic branching: there is a
random choice over distinct transitions carrying the same label toss;

(2) The adversary A is obtained in a “compose-and-schedule” fashion (that is,
A uses the joint history of A, B and Coing in making scheduling decisions).

In fact, we have essentially made observation (2) in an earlier paper [CLSV04],
where component scheduling is done in a distributed fashion?. That is, we as-
sume a token structure on parallel processes in which the (unique) currently
active component always chooses the next active component. This approach

4 Distributed scheduling also appears in [BPWO04] in a setting of computational cryp-
tography. We were not aware of the connection at the time we published[CLSV04].



can be characterized as “schedule-and-compose”, where local non-deterministic
choices are resolved by local schedulers and global choices (i.e., inter-component
choices) are resolved using the token structure.

As far as we know, observation (1) is original. In the literature (cf. overview
in [SAV04]), most authors specify probabilistic transitions using discrete distri-
butions on the Cartesian product Act x.S, where Act is the action alphabet and
S is the state space. Take for example the general probabilistic automata model
of [Seg95], with transition function 2 : S — P(Disc(Act x5)).

In other words, each state s € S enables a set {2(s) of probabilistic transitions,
where each transition is given by a discrete distribution on pairs of the form
(a, s"y. In such a setting, it is possible to specify a transition that assigns non-
zero probability to some (a, s1) and (a, s2), with s; # so. This situation is
precisely what we called invisible probabilistic branching in observation (1).

Guided by this insight, we introduce a variant of (2:

A: S — P(Act — ([0,1] x 9)),

with the additional requirement that 71 o f is a discrete distribution on Act for
all 4 € S and f € A(u). Notice we use variables u, v, etc. for states®. Such a
function f € A(u) is called a transition bundle from pu, representing a one-step
evolution from a state specified by u. Along this step, an action a is observed
with probability 71(f(a)) and, in that case, the resulting state is m2(f(a)).
Clearly, given a bundle f € A(u), we obtain a distribution on Act xS by
assigning probability 71 (f(a)) to the pair (a, m2(f(a))). Thus our systems are
special cases of general probabilistic automata of [Seg95]. Note that the inclu-
sion is strict: because our transition bundles are functions, invisible probabilistic
branching cannot be expressed in our system type. This is precisely our goal.

/Coinl Dirac(L)
toss

unif({0,1})
send(0) send (1)
1

1
2

Dirac(0) ’ Dirac(1)

Fig. 2. Coin;: removing invisible probabilistic branching from Coing

Figure 2 illustrates a modification of Coing according to this new system
type. The states of Coiny are discrete distributions on the set of all possible value
assignments to state variables. Specifically, there is a boolean state variable bit,
which is initially 1. After the toss action, bit is assigned either 0 or 1, each

5 We think of a state in our model as a discrete distribution on concrete states of an
underlying system. This will become clearer as we discuss Coiny of Figure 2.



with probability %; hence the state is represented by the uniform distribution
on {0,1}, denoted Unif({0,1}). Here Dirac(s) denotes the discrete distribution
assigning probability 1 to the value assignment s.

1.4 Parallel Composition and Compositionality

In some literature [DAHK98,Seg95], non-deterministic choices between parallel
components are resolved by randomized adversaries (i.e., they return convex
combinations of available transitions). We have chosen to work with deterministic
adversaries. To justify this design decision, we give some intuition in terms of
possible worlds.

The underlying idea is: the outcome of interleaving among distributed com-
ponents is uniquely determined in each individual world. Whenever some com-
ponent performs a visible action, we transit from one world to another and hence
the outcome of interleaving may differ. Notice such an action need not always
affect the world in such a way that relative speeds of processes change. Yet we
allow the adversary this freedom in order to strengthen our “worst case” guar-
antees (i.e., we quantify over more possible cases). An important, but subtle
point to note: if we start from the same world and observe the same visible ac-
tion, then the resulting world should be the same. This is in fact another way of
understanding our exclusion of invisible probabilistic branching.

For a more concrete illustration, we consider Example 1 with Coing replaced
by Coiny of Figure 2. When the coin is tossed, the external world observes the
same action toss regardless of the outcome, therefore the target world is the
same. Of course we do not know whether A wins in this target world or B does,
S0 in our semantics both options are considered. The left execution below depicts
one of them. It may also happen that both write operations take place after Coiny
sends an announcement. In that case, the adversary can use the content of the
message to decide whether A or B wins. This is depicted below on the right.

write4 writep

[SE

1

2

toss write4  writep send(0) toss send(0)
— >

send(1) send(1)
writeg  write 4

-
-

As it turns out, the adversary model associated with our framework is very
similar to the local-oblivious adversary model of [CIL94], in that scheduling
among components is done (implicitly) by a centralized adversary which has no
knowledge of “unannounced” random outcomes. The difference is, in a typical
setting of randomized algorithms, each component is a purely stochastic process,
whereas in our setting components may themselves contain non-determinism.

Much of our technical efforts goes to achieving a clear separation between
local and global non-deterministic choices, so that all local choices are resolved
using strictly local information. Thus our notion of parallel composition is also
along the lines of “schedule-and-compose” of [CLSV04].



These considerations turn out to be sufficient to guarantee semantic com-
positionality of our trace-style behavioral preorder (Theorem 4). To our best
knowledge, we are the first to achieve this under a centralized scheduling scheme.

1.5 Overview

Sections 2 and 3 introduce notational preliminaries and basic notions of prob-
abilistic input/output automata. In Sections 4 and 5, we define the notion of
execution trees and their behavioral abstraction. Section 6 describes our ap-
proximation techniques for reasoning about infinite behaviors, where a detailed
development can be found in Appendix C. In Section 7 and Appendix D, we
define our notion of parallel composition and prove semantic compositionality.
Section 8 and Appendix E describe some preliminary modeling work on the
Chor-Israeli-Li consensus protocol. Finally, concluding remarks are in Section 9.

2 Preliminaries

Given set X, a function p : X — [0,1] is called a discrete (probability) distri-
bution on X if )7 p(x) = 1. The support of p, denoted Supp(), is the set
{z € X | u(z) > 0}. We write Disc(X) for the set of all discrete distributions
on X. Given z € X, the distribution Dirac(z) assigns probability 1 to x. If X is
finite, then the distribution Unif(X) assigns probability |71\ to every x in X.

Given two sets X and Y, we write X + Y for the disjoint union of X and
Y and X x Y for the Cartesian product, where the projection maps are denoted
m;. Given an equivalence relation = on X, the quotient of X under = (written
X/ =) is the partition of X induced by =. The coset [z] in this quotient is the
equivalence class containing x.

The set of all partial functions from X to Y is denoted X — Y. For each
f e X —Y, we write dom(f) for the domain of f and f(x) = L whenever
x & dom(f). Given f,g € X — Y, we write f C g whenever the graph of f is a
subset of that of g.

3 Probabilistic Input/Output Automata

Throughout this paper, we fix a countable set Act of action symbols.
Definition 1. A probabilistic automaton (PA) A is a triple (Sa, p%, Aa) where

— S4 is the set of states with the initial state ,u% € Sa;
— Ay Sp — P(Act — ([0,1] x S4)) is the transition function satisfying:
m o f is a discrete distribution on Act for all p € Sa and f € Aa(p).

We say that f is a transition bundle from p if f € Aa(p). The set of all
transition bundles in A is Bun(4) := J,c5, Aa(p). In this paper, we focus on
countably branching systems: S4 and Bun(A) are both countable. We refer to
Figure 2 for an example of a PA in our sense. Next, we introduce input/output
(i/o) distinction. For that we associate an alphabet Act 4 C Act to each PA A.



Definition 2. A probabilistic i/o automaton (PIOA) A is a PA (Sa, p%, Aa)
where Acta is partitioned into {Ix,0a,Ha} (input, output, and hidden ac-
tions, respectively) and A, satisfies the two axioms below.

1. I/0. For all p € Sa and f € Aa(n), one of the following holds:
(a) m o f = Dirac(a) for some a € I4 (f is an input bundle with label a),
(b) Supp(m o f) C Oy (f is an output bundle), or
(¢) m o f = Dirac(a) for some a € Ha (f is a hidden bundle with label a).
2. Imput enabling. For oll p € S4 and a € 14, there exists an input bundle
fe Aa(p) with label a.

We say that A is closed if 14 is empty and open otherwise. A few points of
clarification are in order. The i/o axiom divides transition bundles into three
classes: input, output and hidden. We write respectively Bun;(A), Bunp(A) and
Bung (A). As usual, the first two are visible and the last two are locally controlled.
Similar to Input/Output Automata (IOA) of Lynch and Tuttle [LT89], we have
an input enabling axiom requiring acceptance of all inputs at every state. More-
over, we avoid synchronization deadlocks by requiring that every input is received
with probability 1 (Clause (1a)). This can be viewed as a probabilistic version of
input enabling. As a result, our parallel composition operator, unlike most oth-
ers in the literature, does not involve a mechanism for normalizing probabilities
(i.e., collecting and redistributing deadlock probabilities). This greatly simplifies
our technical development, especially in proving compositionality (Theorem 4).

Clauses (1b) and (1c) are perhaps a bit more surprising. We explain using
two variants of Coing. Suppose a hidden bundle may assign non-zero probability
to two distinct hidden actions, thus leading to two distinct end states, as shown
in Coiny. Then Coiny also exhibits a form of invisible probabilistic branching
and can be used to distinguish Early, and Latey of Example 2. A similar analysis
applies to Coing, therefore we must also rule out bundles that assign non-zero
probability to both hidden and output actions.

Coing 1 _— ; 1L .. .
2z 1 send(0) C0|n3 2 toss  send(0)
T
’ T toss
PN N i
T Vi

1 1

2

4 Executions

In a stochastic setting, a run of a process corresponds to a local scheduler that
resolves all local non-deterministic choices. This is sometimes called a “proba-
bilistic execution” [Seg95]. Such a run can be seen as a purely stochastic tree in
which every node is a finite execution sequence of the underlying PA. In our case,
the tree-like structure results from the fact that each transition bundle f may
lead to multiple end states, one for each a in Supp(m o f). When we introduce
i/o distinction, the situation is complicated by non-deterministic choices involv-
ing inputs. Thus, we use the term “execution tree”, rather than probabilistic



execution, to emphasize the fact that execution trees are not purely stochas-
tic. As shown in [CLSV04], execution trees in a closed PIOA are precisely the
probabilistic executions in the sense of [Seg95]°.

We begin by defining the notion of branches in execution trees.

Definition 3. Let A be a PIOA and let u € Sa be given. We use joint recursion
to define the set of (execution) branches from p, denoted Bran(u), together with
the function last : Bran(u) — Sa.

— The length-one sequence containing u (written 1) is in Bran(u) and is called
the empty branch, where last(u) := u. B

— If r is in Bran(p), then so is r.f.a.v, provided: (i) f is a transition bundle
from last(r); (i) a € Acta and m1(f(a)) > 0; (i) v = ma(f(a)). Moreover,
last(r.f.a.v) == v.

We write Bran(A) for Bran(u®). The likelihood of r € Bran(u) is the value II[r]
defined as follows: (i) Il[p] := 1, and (ii) H[r.f.a.v] := H[r] - 71(f(a)). The

trace of r is the action sequence tr(r) given by: (i) tr(u) := €, and (i) tr(r.f.a.v)
equals tr(r).a if a € Ha and tr(r) otherwise.

Essentially, the likelihood of r is obtained by multiplying the probabilities
of the sequence of events generating r. Notice we opt for the term “likelihood”,
rather than “probability”. This is because the probabilities involved in IT[r] are
conditional upon the choices of transition bundles along r, and therefore IT is
typically not a probability distribution over Bran(u).

As hinted above, some subtle issues complicate the definition of execution
trees for open PIOAs. First we give an example of input non-determinism. Con-
sider automaton C' below, synchronizing with Coiny in Figure 2. (We use ? to
indicate input actions.) During a run, C receives a one-bit message from Coiny
and moves to two different states accordingly. From the perspective of C, the
choice between send(0)? and send(1)? is non-deterministic, yet a reasonable no-
tion of execution tree should include both branches in the same run.

—_ ..

C ? 7 Earl —_——
sency a yl/ toss? a
T
\ \oss?
send(1)7 "X, b - b

—_— .

Next, we consider automaton Early,. The question is whether an execution tree
can contain both branches of Early;. Here the choice between toss? and 7 can
be seen as both (i) global, between Early, and its environment, and (ii) local,
between the two branches within D. Since we take the “schedule-and-compose”
approach of parallel composition (Section 1.4), we insist on resolving this choice
locally. In other words, each run of Early; involves at most one branch. This
is essentially an assumption that local schedulers are insensitive to the timing

5 Our execution trees are essentially the same as pseudo probabilistic executions
of [CLSV04].



of inputs relative to internal computations. This often holds in practice, where
components use e.g. FIFO queues to store interrupting inputs and handle them
only when internal computations are finished.

Thus we arrive at the following definition of execution trees. The symbol [J
indicates complete termination of a system, whereas A indicates that the system
is in a waiting state and may be later activated by an input. Moreover, let 7
denote the function space I4 — Buny(A) and let O denote Bunp(A4) U {A}.

Definition 4. Let A be a PIOA and let ;1 € S4 be given. An (execution) tree
from p is a partial function @ : Bran(p) — ({0} +Bung (A) + (Z x O)) satisfying
the conditions below.

1. For all r € dom(Q),
(a) Q(r) € Bung(A) implies Q(r) € Aa(last(r));
(b) Q(r) € T x O implies, for all a € 14, (m(Q(r)))(a) is in Ax(last(r))
and has label a;
(c) if Q(r) € T x O and ma(Q(r)) £ A, then mo(Q(r)) € Aa(last(r)).
2. The domain of Q is generated by the following closure rules:
(a) p € dom(Q);
(b) for all r € dom(Q), the one-step extension v’ = r.f(a).a.m2(f(a)) is in
dom(Q), provided one of the following holds:
— f=Q(r) € Bung(A) and a € Supp(my o f);
= Q(r) €I x0,a€la, and f = (m(Q(r)))(a);
~ Q) €T X0, f=m(Q(r) # A, and a € Supp(m o ).
(Notice, by Condition (1), r' is in fact a well-defined branch.)

We write Tree(u) for the set of all execution trees from p and Tree(A) for
Tree(u"). Intuitively, each such partial function Q corresponds to a local sched-
uler and dom(Q) is the set of branches reachable under that scheduler. The
closure rules defining dom(Q) capture the idea of “one-step” reachability.

5 Observable Behavior

As given in Definition 3, the behavioral abstraction of a branch r is the sequence
tr(r) of visible action symbols along r. To obtain the abstraction of an execution
tree, we first note that the trace function tr : Bran(y) — Act=* induces an
equivalence relation on Bran(y) in the obvious way: for r,7' € dom(Q), r =
v’ if and only if tr(r) = tr(r’). Moreover, the following image mapping tr :
(Bran(p)/ =) — Act=" is well-defined: tr([r]) := tr(r).

Given any @ € Tree(p), dom(Q) is a subset of Bran(u), therefore we may
restrict =¢ to dom(Q). Below we state an interesting fact about the quotient
dom(Q)/ =i Here C denotes the prefix ordering on sequences.

Theorem 1. Let Q € Tree(u) be given. For all r € dom(Q), the coset [r] €
dom(Q)/ = is linearly ordered by C and there exists a unique minimal element.
If [r] is finite, then there is also a unique mazimal element.



Theorem 1 is a strong (and perhaps surprising) result. It says, given any tree
@ and finite trace «, there is “essentially” at most one branch r in dom(Q) with
trace a. We say “essentially” because there may in fact be more than one, but
they differ in a very limited way: if 7 and 7’ in dom(Q) have the same trace,
then one must be a prefix of the other. This gives us a convenient way to define
observable behavior by grouping together branches with the same trace.

Definition 5. Let Q € Tree(u) be given. The likelihood assignment induced by
Q. denoted Ilg, is the function from (IxUOA)<* to [0,1] defined by:

— Igla] :== 0 if tr([r]) # a for all [r] € dom(Q)/ =u;
— otherwise, gla] := II[r], where r is the unique minimal element of the
(unique) coset in dom(Q)/ =y with trace .

Again, we avoid the terminology “trace distribution” of [Seg95], because our
likelihood assignments do not necessarily induce probability measures (due to
the presence of input non-determinism). However, the two notions do coincide
for closed PIOAs.

Next we introduce the notion of probabilistic systems. This is simply an
underlying PIOA together with a set of “admissible” executions. As we shall see
in Section 7, some execution trees of a composite automaton are inadmissible
because they are not “generated” by execution trees of the components.

Definition 6. A probabilistic system (PS) P is a pair (A, L), where A is a
PIOA and L C Tree(A). We sometimes write P4 when L is clear from context.
Such a system is full if L = Tree(A). We write II(P) for the image of L under
II. We define behavioral inclusion (<j7) by: P1 <7 P2 if and only if II(P1) C
II(Ps).

6 Order Structures and Finite Approximation

In this section, we outline our development leading to a finite approximation
theorem (Theorem 3). Details can be found in Appendix C. Throughout the
section, we fix a PIOA A and p € S4. First, we define a simple order structure
on Tree(u), very much analogous to the prefix ordering on sequences. This is
easily shown to be a poset. Theorem 2 then shows that every increasing sequence
in this poset has a least upperbound.

Definition 7. Given Q, Q" € Tree(u), we define Q < Q' by: dom(Q) C dom(Q’).
Theorem 2. The poset (Tree(n), <) is closed under limits of w-chains.

Theorem 2 provides a definition principle for execution trees: every w-chain
{Qr | k € N} in (Tree(u), <) has a uniquely determined limit (denoted \/, .y Qk)-
In this way, we can specify an infinite element @ in Tree(u) by constructing an
increasing sequence converging to Q.

Next, given an execution tree @ € Tree(u), we define @ |, for each n € N
using an appropriate enumeration {r,, | n € N} of Bran(p). The idea is: (i) @ [,



agrees with @ up to ry,, and (ii) for all m > n, @ [, terminates on r,,. This
sequence {Q [, | n € N} is shown to converge to @ (Lemma 9).

For the final ingredient, we define an order structure on the function space
F = (I4U04)<¥ — [0,1]. (Recall from Definition 5 that likelihood assignments
are functions in this space.) This structure is analogous to the subset/information
ordering on partial functions.

Definition 8. Let D1, D2 € F be given. Define D1 < Dy by: for all € (Ia U
04)<¥, Di(a) # 0 implies D1(a) = Da().

Clearly, the poset (F, <) is closed under w-limits (by taking pointwise limits).
Moreover, it is immediate that the operator IT : Tree(s) — F is monotone: for
all @, Q" in Tree(u), @ < Q' (in the sense of Definition 7) implies IIg < I/ . It
is in fact continuous. This is precisely our finite approximation theorem.

Theorem 3. For any w-chain {Qy | k € N} in Tree(u), IIy, _ o, = Vien oy

7 Parallel Composition and Compositionality

Intuitively, the basic building blocks of a distributed system are purely stochas-
tic processes. These are modeled by (trivially) full probabilistic systems (cf.
Definition 6). In a parallel composition of these basic elements, we consider the
underlying composite PIOA together with execution trees that are generated in
some appropriate sense (Definition 9).

To carry out this development, we start with the notion of compatibil-
ity: PIOAs A and B are said to be compatible if Oa N Op = ActaNHp =
Actg NH 4 = (). The composite A||B is defined as usual with action synchroniza-
tion. In particular, every input bundle of the composite carrying label a involves
an input bundle of every component with @ in its signature. Similarly, every
locally controlled bundle of the composite is generated by a locally controlled
bundle of (exactly) one of its components, synchronizing with input bundles of
other components whenever appropriate. The formal definition is standard but
tedious, therefore it is presented in Appendix D (Definition 13).

Moreover, given a transition bundle f in a composite ||1<i<nA;, one can
define the ith-projection of f, denoted m4,(f), in the obvious way. Similarly,
one can also define the ith-projection of a branch r in the composite, denoted
74, (r). (Again, details are in Appendix B, Definitions 14 and 15.) This allows
us to define “generated” execution trees and following that parallel composition
for probabilistic systems. Then we are ready to present our main theorem.

Definition 9. Let A, B be compatible PIOAs and let {pia, pp) € Sap be given.
An ezecution tree Q € Tree({ua, up)) is said to be generated by Qa € Tree(pa)

and Qp € Tree(ji) if ma(dom(Q)) C dom(Q.4) and 75(dom(Q)) C dom(Q ).

Definition 10. Let P4 = (A, L4) and P = (B, L) be probabilistic systems
with A and B compatible. The parallel composite of P4 and Pp, denoted P||Pp,
is given by the underlying PIOA A||B together with the set Lap = {Q €
Tree(A||B) | Q is generated by some Qa € L4 and Qp € Lp}.



Theorem 4 (Compositionality). Let Pa, P and Pc be probabilistic systems
such that A and B have the same signature and are both compatible with C.
Assume that Pa < Pg. Then Pal|Pc <m Pg|Pc.

8 The Chor-Israeli-Li Protocol

Distributed consensus (or agreement) describes a class of problems in which a set
of parallel processes try to agree on a single value from a pre-specified domain
by exchanging messages. The famous impossibility result of [FLP85] shows that
no deterministic consensus algorithm can guarantee correct termination in an
asynchronous setting with undetected single process failure. This prompted the
move to randomized algorithms for consensus (cf. overview in [Asp03]) and the
termination condition is weakened to a probabilistic statement: the set of all
non-terminating runs has probability 0. Chor, Israeli and Li (CIL) were the first
to provide such a solution, which guarantees wait-free termination (i.e., all but
one process may fail) in a shared-memory setting [CIL87,CIL94].

The CIL protocol is of special interest to us, because its correctness relies on
the assumption that adversaries cannot observe internal probabilistic branching
of any process until the random outcome has been written to the shared memory.
We present in Appendix E some preliminary modeling efforts. In particular, we
provide PIOA codes for both the shared memory and a typical protocol party.

We also argue that the algorithm of [CIL94] and a simplified version in [Asp03]
both contain a minor initialization error (which, to our best knowledge, has not
been reported elsewhere). Although the error is easily remediable, it serves as
a fresh reminder that formal methods are in fact valuable in detecting human
errors.

9 Conclusions and Future Work

Compositionality is important for practical reasons, because it justifies modular
reasoning about large systems. In our view, it also serves as a criterion in evalu-
ating whether a formal model bears sufficient resemblance to reality (or at least
the abstract view of reality one has chosen for the formal analysis). Therefore,
we take a more philosophical approach to the problem of compositionality.

We start with some vague intuitions about parallel processes and try to
understand what happens when parallel components can toss coins. This exercise
leads to several useful conceptual discoveries. In Section 1 and Appendix A, we
argue that the more traditional definitions of parallel composition for stochastic
processes (e.g. bias factors and “compose-and-schedule”) do not fit very well
with our intuitive pictures. Instead, the notion of adversary models from the
setting of randomized consensus algorithms provides a lot more insight. As we
modify our definitions accordingly, compositionality indeed falls into place.

The most significant difficulty we encountered is finding a consistent way to
assign probabilities to various interleavings in a parallel composition (cf. Exam-



ple 1). In our view, this is due largely to the fact that interleaving is inherently
timing related, and yet our basic framework is untimed.

In other words, a trace-style semantics does not always capture properties
such as “some internal computations require more time than others.” For ex-
ample, when division operations are performed on randomly chosen values, pro-
cesses may exhibit delays of various lengths. In this way, internal random choices
can realistically affect the outcome of interleaving. (This, however, does not pro-
vide a direct explanation for the execution in Figure 1, because the specification
of Coing does not involve any computations on the randomly chosen bit.) There-
fore, we believe that our analysis will benefit from a move to a timed setting,
where timing properties can be treated explicitly.

Finally, we see much potential in formal verification of weak adversary proto-
cols such as the CIL protocol mentioned in Section 8. Typically, weak adversary
algorithms are much simpler and more efficient compared to their strong coun-
terparts (cf. [ABO4]). In our view, the foundational difficulties associated with
the strong adversary model (cf. Section 1) increase the appeal of weak adversary
algorithms. We believe it will be fruitful to study weak adversary models in a
more systematic manner, providing suitable stochastic system types as well as
verification techniques.
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A Other Approaches to Parallel Composition

Here we give a more detailed account on the various approaches to parallel
composition of stochastic processes.

— Parameterized composition [JLY01,DAHK9S]. Instead of a single (binary)
composition operator, one considers a family {|,},e0,1] of operators. The
parameter p indicates the bias towards the left process and 1 — p towards



the right process. In Example 1, A||,B yields: with probability p, write4 is
performed before writep and the opposite situation occurs with probability
1—p.

There are two main disadvantages associated with this approach. First, there
is no obvious reason that one should privilege a single number p € [0, 1] as
a faithful representative of the underlying situation between two processes.
Except for degenerate cases in which p equals 0 or 1, the operator |, is not
associative. And, unless we adopt the uniform distribution (i.e., p = %), the
operator ||, is not commutative. These properties are quite contrary to our
intuitions about parallel processes. Second, the parameter p is static, in the
sense that the left process will always receive bias p regardless of activities
both in and around the process. This is again unsatisfactory.

— Real-time delay [WSS94]. To each state of a process, one associates a delay

parameter §. Upon entering a state, every process draws a real-time delay
from an exponential distribution with the parameter ¢ for that state. Among
a group of parallel processes, the process with the shortest delay performs
the next move. Using specific properties of exponential distributions, one can
calculate the bias towards each component.
Here we find it questionable that the delay patterns of processes can be
universally characterized by exponential distributions. Even though this as-
sumption may be reasonable in certain applications (say, in a setting of
hybrid systems), it is only natural that we seek alternatives that are suitable
for a broader class of problems.

— Synchronous execution [dAAHJ01,vGSS95]. In this model, components make

simultaneous moves, even if they are not involved in action synchronization.
In Example 1, (write4, writeg, toss) would be a composite move. Assuming
independence of the random choices, the probability of a composite move is
simply the product of the probabilities of the atomic moves involved.
This approach takes us away from the realm of interleaving semantics. It
sometimes leads to technical difficulties in formal verification. For exam-
ple, one must distinguish between atomic and composite actions, while the
complexity of composite actions grows with the number of system compo-
nents being analyzed. Moreover, during a synchronous execution, compo-
nents evolve in a lock-step fashion, which is typically not the case in a truly
distributed setting. Therefore, asynchronous models have been more tradi-
tional for analyzing distributed algorithms.

B Basic Lemmas and Proofs

Lemma 1. Let A be a PIOA and let p € Sy be given. For all r € Bran(u), we
have II[r] > 0.

Proof (Lemma 1). Definition 3 requires m1(f(a)) > 0 for every well-formed
branch r.f.a.m2(f(a)). Using a simple inductive argument on the structure of
branches, we obtain the desired conclusion. g



Lemma 2. Let Q € Tree(p) and r' € dom(Q) be given. For all v € Bran(u) with
r C v/, we have r € dom(Q).

Proof (Lemma 2). Define X := {r’ € dom(Q) | ¥r C r',r € dom(Q)} C dom(Q).
It is easy to check that X satisfies the closure rules in Definition 4, therefore it
must be the case that dom(Q) C X. O

Lemma 3. Let Q € Tree(u) and r € dom(Q) be given. Suppose the branch
r1 =r.f.a.ma(f(a)) is also in dom(Q).

1. If f is a hidden bundle, then Q(r) € Bung(A) and f = Q(r).
2. If f is an input bundle, then Q(r) € T x O and f = (m1(Q(r))(a).
3. If f is an output bundle, then Q(r) € T x O and f = ma(Q(r)).

Proof (Lemma 3). For Ttem (1), assume Q(r) & Bung(A) or f # Q(r). Define
X :=dom(Q) \ {r1}. It is easy to check that X satisfies the closure rules in
Definition 4, contradicting minimality of dom(Q). Similarly for Items (2) and (3).

O

Lemma 4. Let QQ € Tree(u) be given. For all v € dom(Q) and n € N, there is
at most one n-step extension v’ of r such that v’ € dom(Q) and tr(r') = tr(r).

Proof (Lemma 4). By the i/o axiom, every hidden transition bundle carries a
unique label, thus leads to a unique target state. Hence, for every r € dom(Q)
with f = Q(r) € Bung(A), the branch r’ = r.f.a.m3(f(a)) is the unique one-step
extension of r in dom(Q). With this observation, the desired conclusion follows
from a simple inductive argument. O

Proof (Theorem 1). We prove these claims by induction on the length of tr([r]).
For the base case, note that e is the unique length-0 trace and [u] (where p
is the empty branch) is the unique coset with trace e. Let 1,79 € dom(Q_)
be given with tr(r1) = tr(r2) = € and 1 # ro. Without loss, we may assume
that |r1] = n < m = |rg|. By Lemma 2, the length-n prefix ro of ro is also
in dom(Q®). Then 79 and r; are both length-n extensions of y in dom(Q) and
tr(rg) = tr(r1) = €. By Lemma 4, it must be the case that rq =71, hence 71 C 5.
Clearly, the unique minimal element of [u] is p. If [p] is finite, we may choose
r € [p] with maximal length. Again by Lemma 4, this element is unique.

For the induction step, we consider [r'] € dom(Q)/ =y with trace a.a. By
Lemma 2, there is ro in dom(Q) with trace «. By the induction hypothesis,
we may choose a minimal such ro. Suppose [rg] is infinite. By the induction
hypothesis, [ro] is a w-chain (w.r.t. C) starting from ro. Moreover, for every
r € [ro], it must be the case that f = Q(r) is a hidden bundle with label
b for some b € H4 and the one-step extension r.f.b.(m2(f(b))) is again in [ro].
Therefore, it is easy to check that X := dom(Q)\{r’'} satisfies the closure rules in
Definition 4. This contradicts the minimality of dom(Q) and hence we conclude
that [ro] is finite.

By the induction hypothesis, we may choose the unique maximal element
r1 € [ro]. If Q(r1) = 0O, then X := dom(Q) \ {r'} satisfies the closure rules in
Definition 4, contradicting minimality of dom(Q). Then it must be the case that
Q(r1) € T x O. There are two cases.



—a €l Let g= (m(Q(r1)))(a). Then ro := r1.g.a.m2(g(a)) is an element of
dom(Q) with trace a.a, hence in [r']. By minimality of dom(Q) and unique-
ness of 1, we know that every r3 € [r'] is an extension of r5. Now we apply
Lemma 4 to r2 as we did in the base case and we conclude that [r'] is linearly
ordered by prefix. Obviously, 2 is the minimal element and, if [r'] is finite,
there is a unique element with maximal length.

— a € Oy. Since dom(Q) is C-closed and rp is the unique maximal element
of [rg], we know that vy C /. If m2(Q(r1)) = A, then X := dom(Q) \ {r'}
satisfies the closure rules in Definition 4, contradicting minimality of dom(Q).
Therefore it must be the case that ¢ = m2(Q(r1)) € Bunp(A). Using a
similar minimality argument, we know that 71 (g(a)) > 0, therefore ry :=
r1.g.a.m2(g(a)) is well-defined. The rest is similar to the input case.

O

Lemma 5. Let Q € Tree(u) and [r] € dom(Q)/ =u be given. For all ' € [r],
we have II[r] = II[r'].

Proof (Lemma 5). By Theorem 1, [r] contains a unique minimal element. With-
out loss, we assume that r is such an element. Again by Theorem 1, every r’ € [r]
is an n-step extension of r for some n € N. Thus we may prove the claim by
induction on n.

Clearly, IT[r] = II[r]. For the induction step, take r” = r'. f.a.w2(f(a)), where
f is a hidden bundle. By the i/o axiom, 71 (f(a)) = 1, therefore IT[r"] = II[r'],
which equals IT[r] by the induction hypothesis. O

Lemma 6. Let A and B be PIOAs and let ua € Sa and pg € Sp be given.
Suppose we have Q4 € Bran(ua) and Qp € Bran(up) with g, = Ilg,. Then
there exists a bijection h : dom(Q4)/ =w—— dom(Q )/ =t preserving both trace
and likelihood.

Proof (Lemma 6). Let [ra] € dom(Qa4)/ =t be given and let o denote the trace
of [r4]. By Lemma 1 and Definition 5, we know that IIg,[a] = IIg,[a] # 0.
Therefore we may choose [rp] € dom(Q4)/ =i such that the trace of [rg] is «
and the likelihood of [rg] is g, [a] = IIg,[a], which equals the likelihood of
[ra]. Clearly, such [rp] is unique and we may define h([ra]) := [rg]. Then h is
trace- and likelihood-preserving. Since the domain of h is a partition induced
by tr and h is tr-preserving, it follows immediately that h is injective. Moreover,
notice that we can define a right inverse k™' of h in exactly the same manner as
we did h, therefore h is also surjective. a

C Order Structures and Finite Approximation: Detailed
Development
To prove Theorem 2, we introduce an order structure < on
D:={1}+{0}+Bung(A)+ (Z x O)

and prove that < on Tree(y) coincides with the pointwise ordering induced by
=<. Intuitively, we want: “unreachable” < “terminating” < “non-terminating”.



Definition 11. Recall thatZ = I4 — Bunj(A) and O = {A}UBunp(A). Define
=o:=TdoU{(A, f) | f € O}. Let 2740 by the ordering on T x O generated by
Zdz and <o component-wise. Then = is the transition closure of the following:
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Lemma 7. Let Q1,Q2 € Tree(u) be given and assume that Q1 < Q2. For all
branches r € dom(Q1), we have

1. if Q1(r) € Bung (A), then Q1(r) = Qa(r);
2. if Q1(r) €Z x O, then so is Q1(r) and m(Q1(r)) = m1(Q2(r));
3. if Qu(r) €I x O and my(Q1(r)) # A, then m(Q1(r)) = m2(Q2(r));

Proof (Lemma 7). We treat only the second claim, as the other two follow sim-
ilarly. Let (F, f) denote Q1(r) and choose any a € I4. Then dom(Q;) con-
tains the branch r.F(a).a.m2(F(a)(a)), hence so does dom(Q2). By Lemma 3,
Q2(r) € Ix O and (m1(Q1(r)))(a) = F(a) = (m1(Q2(r)))(a). Since this holds for
every a € I4, we have m1(Q1(r)) = m1(Qq(1)). O

Theorem 5. For all Q1,Q2 € Tree(n), Q1 < Q2 if and only if Q1(r) = Q2(r)
for all r € Bran(u).

Proof (Theorem 5). Suppose @1 € Q2. Then there exists r such that Q1(r) # L
but Q2(r) = L, which implies Q1(r) A Q2(r). Therefore the “only if” part holds.

Now suppose Q1 < Q2. If Q1(r) = L, then clearly Q1(r) < Q2(r). Otherwise,
r € dom(Q1) C dom(Q2). If Q1(r) = O, then Q1(r) = Q2(r); else we apply
Lemma 7 to conclude the same. O

By virtue of Theorem 5, we may use either definition of < on Tree(u) as
we see fit. Next we prove that (D, <) is closed under w-limits and hence so is
(Tree(u), <).

Lemma 8. The poset (D, =) is closed under limits of w-chains.

Proof (Lemma 8). Let {d) | k € N} be an w-chain in (D, <). Without loss, we
may assume that dx, # L for some K;. If dj, = O for all £ > K, then the limit
is 0. Otherwise, let K3 be the least k such that dy, & {L,0}. If dk, € Bung(A),

then di = dg, for all k > Ks, hence the limit is dg,.
Otherwise, {dy | k > Ka} is an w-chain in (Z x O, <7x), which is closed
under limits of w-chains. Therefore, (D, <) is also closed under limits of w-chains.
O

We are now ready for the proof of Theorem 2.

Proof (Theorem 2). Let {Qy | k € N} C Tree(u) be an w-chain with respect to
<. By Lemma 8, we may define (Q by taking pointwise limits. We need to show
that @ € Tree(u).

Condition (1) in Definition 4 is satisfied because for all » € dom(Q), there
exists k such that Q(r) = Qg(r). Moreover, since L is the bottom element for



=, we have dom(Q) = (J;,cny dom(Q%). Hence dom(Q) is closed under the rules
in Condition (2). We need to show it is the smallest such set.

Let X C Bran(u) be also closed under those rules. We prove that, for all
r € Bran(u), r € dom(Q) implies » € X. This is done by induction on the
structure of r.

— Clearly p € X.
— Consider r.f.a.mo(f(a)) € dom(Q). If f is a hidden bundle, then by Lemma 3
we know that f = Q(r). By the definition of branches, we have m1(f(a)) >
0. Therefore r.f.a.m2(f(a)) must be in X. The two other cases (input and
output) follow similarly.
O

Recall our assumption that Act is countable and A is countably branch-
ing. Therefore, Bran(u) is countable for all p € S4. Take any enumeration
{ro,m1,72,...} that is monotone with respect to the prefix ordering. That is,
for all m and n, m < n implies r,, C r,. This is always possible by first obtain-
ing a C-monotone enumeration of the set of all finite sequences over the alphabet
SaUBun(A)U Act, and then intersecting that enumeration with Bran(u). Using
this enumeration, we define (finite) approximations of execution trees.

Definition 12. Let Q € Tree(u) be given. For each n € N, define

— domy(Q) :=dom(Q) N {ro,...,rn},
— domg(Q) = {r.Q(r).a.m2(Q(r)) | r € domy'(Q) and a € Supp(my o (Q(r)))},
— dom™(Q) := dom;(Q) U dom (Q).

Then the n-th approximation of Q, denoted Q [, is the partial function with
domain dom"(Q) such that:

— for all r € domy'(Q), Q [, (r) = Q(r);
— for all r € dom{(Q), Q I, (r) =0.

Since the enumeration {rg,r1,72,...} is monotone with respect to prefix, it
is easy to check that @ [, is well-defined for all n € N.

Lemma 9. For every Q € Tree(u), the sequence {Q [, | n € N} forms a chain
with respect to <. Moreover, Q = \/,cn Q [n-

Proof (Lemma 9). The first claim is trivial. The second follows from Theorem 2.
O

This leads to the proof of Theorem 3.

Proof (Theorem 3). By the proof of Theorem 2, we know that dom(\/, . Qx) =
Uren dom(Qy). Since Il is defined entirely in terms of dom(Q) for all Q €
Tree(u), the desired equality follows. O



D Parallel Composition and Compositionality: Detailed
Development

First we give the formal definition of parallel composition for PIOAs.

Definition 13. Let {A; | 1 < < n} be pairwise compatible PIOAs. We define
the composite ||1<i<nA; to be the following PIOA P.

1. Sp =TI\, Si and the start state is (u3, ..., u2);
2. Ip = (UL 1) \ (UL 0i), Op == (U1 0i), and Hp = (U;_; Hy);
3. given a state (p1, ..., n), Ap({p1, .., kn)) contains precisely those func-

tions f: Actp — [0,1] X Sp satisfying one of the following conditions.
(a) There exists 1 < i < n and locally controlled transition bundle g; from
w; such that:
— for alla € O; UH;, f(a) = (m1(gi(a)), (v1, ..., vn)), where
o vi =m(gi(a));
o for all j # i such that a & I;, vj = pj;
o for all j # i such that a € I;, v; = ma(h;(a)) for some input
transition bundle h; from p; with label a;
— for all other a € Actp, f(a) =0, (u1, ..., fin))-
(b) There exists action a € Ip such that:
— fla) =1, (1, ..., vpn)), where
o foralli such that a € I;, v; = w2 (hi(a)) for some input transition
bundle h; from p; carrying label a;
e for all i such that a & I;, v; = ui;
— for all other b € Actp, f(b) = (0, {p1, ..., tn))-

Such a composite P is closed if Ip = (). Sometimes we write ||"{4; | 1 <i <
n} for ||1<i<ndi. For n = 2, we write || and use infix notation. It is easy to check
that ||1<i<n is well-defined for all n and that || is commutative and associative.

Lemma 10. The automaton ||1<i<nA; is in fact a PIOA.

Proof (Lemma 10). Let p = (u1, ..., pn) and f € Ay _._ a,({p1, -+, pin)) be
given. If f arises from Clause (3b) in Definition 2, then clearly w1 o f is the dirac
measure on a. Otherwise, assume that f arises from Clause (3a). Choose locally
controlled transition bundle g; from p; such that f is induced by g;. Notice that
m o f coincides with m o g; on O; U H; and is 0 elsewhere. Since 71 o g; is a
discrete distribution, so is w1 o f. Moreover, it follows that Supp(m1 o f) C O;
or Supp(m1 o f) = {a} for some a € H;.

The argument above shows that f is a PA in the sense of Definition 1 and that
f satisfies the i/o axiom in Definition 2. Input enabling follows from Clause (3b)
of Definition 2 and the fact that every A; satisfies input enabling. O

Lemma 11. The composition operator || is commutative and associative.

Proof (Lemma 11). Commutativity is trivial. For associativity, it is easy to see
that (A||B)||C is isomorphic to ||>{A, B, C}. O



Next we consider projection operations on transition bundles and execution
branches.

Definition 14. Let {A4; | 1 < i < n} be pairwise compatible PIOAs and let
(1y -+ -y fn) be a state in ||1<i<ndi. Let [ be a transition bundle from the state
(41, -+, pn). For each 1 < i < n, we define the ith-projection of f, denoted
7wa,(f), as follows:

— if f arises from a locally controlled bundle g; from p;, then wa,(f) = gi;

— if f arises from a locally controlled bundle g; from pj withi # j, then wa,(f)
is the partial function from I; to Buni(A;) given by: for all a € I;,

o if a & Supp(m o g;), then wa,(f)(a) := L (undefined);
o otherwise, wa,(f) is the unique input bundle h; from p; with w1 (h;(a)) =
1 and w3(hi(a)) = 7a,(m2(f(a)));

—if f is an input bundle carrying label a and a € I;, then wa,(f) is the
unique input bundle h; from p; such that m(hi(a)) = 1 and ma(hi(a)) =
7, (7 (@)

— otherwise, ma,(f) := L (undefined).

Using Definition 13, it is easy to check that w4, (f) is well-defined. Notice
that w4, on transition bundles is a partial operation, because it need not be the
case that all components are involved in every step of the composite. Next we
treat execution branches.

Definition 15. For each 1 < i < n, we define a projection function ma, from
Bran({u1, ..., fn)) to Bran(u;) as follows.

- 7TA¢(</L1a sy /Ln>) = M-
— Consider v’ = r.f.a.ma(f(a)).
o Ifma,(f) =g € Bun(A;), then it must be the case that a € Supp(m; o g)
and we define wa,(r') = wa,(r).g.a.m2(g(a)).
o If ma,(f) = G € I; — Buny(4;) and a € dom(G), then ma,(r') =
74, (r).G(a).a.m2(G(a)(a)).

o Otherwise wa,(r') == mwa,(r).

Using Definitions 13 and 14, one can easily check that 74, (r) is well-defined
for every r € Bran({u1, ..., pn)). Notice, unlike the case for transition bundles,
T4, is a total operation on execution branches.

For Lemmas 12 through 16, let @ € Tree({ua, up)) be generated by Q4 €
Tree(ua) and Qp € Tree(up) and let r be a branch in dom(Q) with Q(r) = O.

Lemma 12. Suppose f = Qa(mwa(r)) € Bung(A). Then there is bundle g from
last(r) such that ma(g) = f. Moreover, there is Q' in Tree({ua, up)) such that
Q' is generated by Q4 and Qp and dom(Q') = dom(Q)U{r.g.a.m2(g(a))}, where

a is the unique member of Supp(my o f).

Proof (Lemma 12). By the definition of A, p, there is a bundle g from last(r)
in which component A follows bundle f and component B simply stutters. Then
we define Q' as follows:



= Q'(r) :=g;
- Q'(r.g.a.ma(g(a))) = 0;
— for all other " € Bran({(ua, ug)), Q' (1) := Q(r").

It is routine to check that Q' is an execution tree generated by Q4 and Qp and
satisfying the desired condition. ad

Lemma 13. Suppose Qa(ma(r)) € Za x Ox and Ip N 145 = 0. Then for all
a € Iz B, there is go € A p(last(r)) such that ma(ga) = (m1(Qa(7A(r))))(a).
Moreover, there is Q' in Tree({ua, up)) such that Q' is generated by Q4 and
Qp and dom(Q') = dom(Q) U {r.gs.a.m2(ga(a)) | a € L4 B}

Proof (Lemma 13). Let a € I4p be given. By assumption, a is not in the
signature of B. By the definition of A 4 g, there is a bundle g, from last(r) in
which component A follows bundle (71 (Qa(7a(r))))(a) and component B simply
stutters. Let G be the function from I 45 to Bun;(A| B) defined by G(a) := ga.
Then we define @’ as follows:

- Q'(r) = (G, A);

— for all a € T4 B, Q'(r.ga-a.m2(ga(a))) := ;

— for all other v € Bran({ia4, pug)), Q' (') :== Q(r').
It is routine to check that Q' is an execution tree generated by Q4 and Qp and
satisfying the desired condition. O

Lemma 14. Suppose Qa(ma(r)) € Za x Oa and Ip NIz = 0. Suppose in
addition f = m(Qa(wa(r))) # A and Supp(my o f) NI = 0. Then there is
g € Ay p(last(r)) such that wa(g) = f. Moreover, there is Q" in Tree((ua, 1B))
such that Q' is generated by Q4 and Qp and dom(Q’) equals

dom(Q) U {r.ga.a.m2(ga(a)) | a € In g} U {r.g.b.m2(g(b)) | b € Supp(m1 o g)},
where each g, s as given in Lemma 183.

Proof (Lemma 14). Let b € Supp(m1 o f) be given. By assumption, b is not in
the signature of B. By the definition of A4 p, there is a bundle g from last(r) in
which component A follows bundle f and component B simply stutters. Let G
be the function from 745 to Bunr(A||B) as defined in the proof of Lemma 13.
Then we define Q' as follows:

- Q'(r) = (G, g);
— forall a € Iy, Q'(r.ga-a.m2(ga(a))) := O;

— for all b € Supp(m o f), Q'(r.g.b.m2(g(b))) := 0;

— for all other r' € Bran({ua, pg)), Q' (') == Q(r")
It is routine to check that @’ is an execution tree generated by Q4 and Qg and
satisfying the desired condition. a

Lemma 15. Suppose Qa(mwa(r)) € Za x O4 and Qp(np(r)) € I x Op. Then
for all a € 1B, there is go € Ay p(last(r)) such that



—ifa € Ia, then ma(ga) = (M (Qa(ma(r))))(a) and
— ifa € Ip, then T5(ga) = (M (QB(75(r))))(a).

Moreover, there is Q' € Tree({uua, up)) such that Q' is generated by Q4 and Qp
and dom(Q') equals dom(Q) U {r.gs.a.m2(ga(a)) | a € L4}

Proof (Lemma 15). Let a € Iy 5 be given. Let fZ* denote (m1(Qa(ma(r))))(a)
if a € I4 and L otherwise. Similarly for fZ. By the definition of A4, there is
unique bundle g, from last(r) with 74(g.) = f and 75(g.) = fZ. Now we may
define G and @’ in the same fashion as in the proof of Lemma 13. g

Lemma 16. Suppose Qa(ma(r)) € ZaxO4 and Qp(rp(r)) € IpxOp. Suppose
in addition that f = m2(Qa(wa(r))) # A. Then there is g € Aayp(last(r)) such
that ma(g) = f and wp(g)(b) = m2(Qp(7wp(r)))(b) for all b € Supp(m1 o g) N Ip.
Moreover, there is Q" in Tree({ua, up)) such that Q' is generated by Q4 and
Qp and dom(Q’) equals

dom(Q) U {r.ga-a.m2(ga(a)) | a € Layp} U {r.g.b.m2(g(b)) | b € Supp(m © g)},

where each g, s as given in Lemma 15.

Proof (Lemma 16). Let b € Supp(m1 o f) be given. Let ff denote the bundle
(m2(Qp(mp(r))))(b) if b € Ip and L otherwise. Again using the definition of
A 4|, there is a unique bundle g from last(r) with ma(g) = f and 75 (g)(b) = [
for all b € Supp(m o f). Now we may define G and Q' as we did in Lemma 14.

O

We are now ready to prove Theorem 4.

Proof (Theorem 4). Let Qa,c be an execution tree in A||C. Suppose it’s gener-
ated by Q4 and Q¢. By assumption, choose @Qp so that [T1(Qa) = I1(Qp).

For each n € N, define Q4,¢,n := Q4,¢c [n. From the chain {Qa,cn | n € N},
we construct a chain {@p,c,n | n € N} of execution trees in B||C so that, for all

n,

(1) I(Qa,cn) = 1(Qp,cn), and
(2) @pB.c.n is generated by Qp and Qc,
(3) @p.c.n(q) =0 for every maximal ¢ € dom(Qp.c.n) (W.r.t. prefix).

The base case is trivial. For the inductive step, assume we have constructed
such @p,cn. By Lemma 6, there are trace- and likelihood-preserving bijections

— h from dom(Q4)/ =t to dom(Qp)/ = and
— hy, from dom(Q4,c.n)/ =t to dom(QB.cn)/ =tr-

Consider r,41.1f Qa,c(rn41) equals O or is in Bung(A||C), then we define
QB,cnt+1 = @B,cn- Clearly Conditions (1), (2), and (3) are met.

Otherwise, let (F, f) denote Qa,c(rn+1). We say that (F, f) is independent
from component C if Ic N I4jc = 0 and



— either f = A
— or f is locally controlled by A and I N Supp(m o f) = 0.

First suppose (F, f) is in fact independent from component C. Let gy be
the maximal branch in the coset h,([rn+1]) € dom(Qp,c,n)/ =t By the defini-
tion of Q4 ,cn, we know that Qa,.cn(rnt1) = 0. By Theorem 1, it follows that
tr(rp41) is maximal in tr(dom(Qa c,n)). By the induction hypothesis, we have
that tr(go) = tr(rp4+1) is maximal in tr(dom(Qp.c.n)) = tr(dom(Qa.c.n)); there-
fore go must be maximal in dom(Q@p,c,n) with respect to the prefix ordering.
Again, applying the inductive hypothesis, we have Qg ,c,n(q0) = O.

Now let ¢p denote the maximal branch in the coset h([ma(rp41)]) in the
quotient dom(Qp)/ =t. Notice that tr(qy) = tr(rp41), therefore tr(rp(qo)) =
tr(ma(rnt1)) = tr(¢p). By Theorem 1 and maximality of ¢p, we have (o) C
gp and hence gp is mp(qo) followed by a finite number of hidden bundles. By
repeated application of Lemma 12, we obtain @1 € Tree(B]|C') such that Q; is
generated by Qp and Q¢ and dom(Q1) is dom(Q p.c,n) augmented with hidden
bundles in B so that there is ¢; € dom(Q1) with 75(q1) = gp. From the proof of
Lemma 12, we have Q1(¢1) = 0. Moreover, by maximality of ¢, we know that
®@p(qB) & Buny(B).

Since (F, f) is independent from component C, it must be the case that
Qa(ma(rny1)) € Za X O4. By Theorem 1, maximality of ¢ and the assumption
that IT(Q4) = II(Qp), we have Qp(qp) € Zp x Op. Now we may apply either
Lemma 13 or Lemma 14 to obtain Q2 € Tree(B||C) from (1 and Qgp(gs).
Define @p,cpnt+1 := Q2. It is routine to check Conditions (1), (2), and (3).
This concludes the construction for the case where (F, f) is independent from
component C. The construction for the case where (F, f) is independent from
component A is analogous. (In fact, it is much simpler, because we reason only
with component C.)

Now we consider the case in which both components A and C' are involved
in (F, f). Construct gp, ¢1 and @1 as above. Let gc denote mo(rp41). Since
(F, f) is not independent from C', we know that Q¢ (qc) € Ze X O¢. Similarly,
it must be the case that Qa(7a(rn41)) € Za X O4. By Theorem 1, maximality
of ¢ and the assumption that IT(Q4) = II(Qp), we have Qp(q5) € I x Op.
Now we may apply either Lemma 15 or Lemma 16 to obtain Q3 € Tree(B||C)
from Q1, f, Qrlgr) and Qc(gc). Define Qg c.n+1 := Q3. It is routine to check
Conditions (1), (2), and (3). This concludes the construction for the case where
both A and C are involved in (F, f).

By construction, {@p.c.n | n € N} forms a chain. By Theorem 2, it has
a unique limit in Tree(BJ|C), call it Qg c. We apply Theorem 3 to conclude

II(Qac) =II(QB,c). O

E Modeling the Chor-Israeli-Li Algorithm

Distributed consensus is a fundamental problem in distributed computing and
there exists a large body of research on finding efficient solutions under various



assumptions. In this section, we demonstrate that the Chor-Israeli-Li consensus
algorithm can be modeled very naturally in our PIOA framework.

Consider a system of n asynchronous processes, call them P, ..., P,. These
processes communicate via single-writer multi-reader registers: every register
can be written to by exactly one process and can be read by all processes.
Each process is given an initial preference as input and an arbitrary number of
processes may fail without being detected. The three correctness requirements
are as follows.

(1) Validity: the final decision value of any non-faulty process P; must be the
initial input of some process P;.

(2) Agreement: if both processes P; and P; terminate successfully, then their
decision values must coincide.

(3) Wait-free (probabilistic) termination: for each non-faulty process P;, the
probability of P; terminating successfully after a finite number of steps is 1.

Now we introduce our PIOA model. Let I denote the index set {1,2,...,n}
and let V' denote the domain of preference values. For each ¢ € I, v; denotes
be the input value of process P;. Notice, by assumption, v; € V for all ¢ € I.
Finally, define N*° := NU {oo}.

We model all n shared registers using a single PIOA: the register automaton.
This automaton has two internal variables:

— register : I — (V x N*°)U {L} (initially register(i) = L for all i € I), and
— request : I x I — {true, false} (initially request(i,j) = false for all i,j € I).

The action signature of the register automaton is as follows:

— Input: {read; ;, write;(v)|i,j € I A\v € V x N}, and
— Output: {ack; ;j(v)|i,j € INve (V xN®)U{L}}.

Notice that there are no internal actions. Figure 3 shows a specification of
the register automaton where the transition bundles are written in an adapted
precondition-effect style. Recall that each input or hidden bundle must contain
exactly one fibre, so we skip the probability clause for those bundles.

Each process P; is modeled by a single PIOA with 4 state variables:

pref; € V (initially v;),

— round; € N U q(N>) (initially 0),

status; € {—1,0,1,...,2n+ 1} (initially 0), and

— mem; : I — (V x N®)U{L} (initially mem;(j) = L for all j € I).

Here q is a constant symbol. Whenever round; = q(r), the process P; is in
round r with probability ”Tfl and in round 7+ 1 with probability % The action
signature of P; is as follows.

— Input: {ack;;(v)|j €I Nve (V xN2)U{L}}.
— Output: {read; ;, write;(v)|j € I ANv € V x N®°}.
— Hidden: {crash;, compute,}.



bundle (Input)
fiber write;(v)
eff: register (i) :== v
bundle (Input)
fiber read; ;
eff: request(i, j) := true

bundle (Output)
pre: request(i,j) = true
fiber ack; ;(register(j))
prob: 1
eff: request (i, j) := false

Fig. 3. The bundle specification for the register automaton.

Figure 4 shows the specification of process P;. Note that P; terminates with
decision value v by writing (v, 00) to its register. Moreover, for clarity of pre-
sentation, the compute() procedure in bundle compute, is specified separately in
Figure 5. Finally, we use the following abbreviations:

— magzround = max({ma(mem;(j)) | 7 € I A mem;(j) # L}),
— L:={jeI|m(mem;(j)) = mazround}, and
— AL:={j € I | mi(mem;(j)) = mazround — 1}.

This model is translated almost literally from [CIL94]. Upon our initial study,
we discovered that a process P; may in fact terminate in round 0, before all n
processes join the protocol (i.e., some process P; is still “sleeping”). This can
lead to a violation of the agreement condition. We believe this error can be
corrected by strengthening the termination condition so that P; never decides in
round 0. That is, we add an extra conjunct round; > 0 to the second if-clause
in Figure 5.

Our modeling work so far is clearly elementary. We have yet to provide formal
correctness proofs. Typically, the two non-probabilistic correctness conditions
(namely, validity and agreement) follow easily from invariant-style reasoning.
For probabilistic termination, there are two obvious approaches:

— direct manual verification, following the correctness proof given in [CIL94];
— mechanized verification, similar to the approach taken in [KNSO01] in verify-
ing the strong adversary consensus protocol of [AH90].

Finally, it may also be possible to reason in a game-theoretic setting, viewing
the algorithm as an n + 1-player game where the n protocol parties collaborate
against the last player, the adversary. The potential of this last approach re-
mains to be discovered. The obvious attraction of game theory is the abundance
of existing theorems for stochastic games. Moreover, the notion of information
sharing found in game theory seems nicely compatible with our philosophical
motivations.



bundle (Hidden)
pre: true
fiber crash;
eff: status; .= —1

bundle (Output)
pre: status; = 0 A round; € N*°
fiber write; (pref;, round;)
prob: 1
eff: status; :=1

bundle (Output)
pre: status; = 0 A round; = q(r), where r € N*°
fiber write;(pref,,r + 1)
prob: %
eff: status; := 1, round; :=r +1
fiber write;(pref,,r)
prob: 2’;—;1
eff: status; := 1, round; :=r

bundle (Output)
pre: status; € {1,3,5,...,2n — 1} A round; # oo
fiber readi,(statusiJfl)/Q
prob: 1
eff: status; := status; + 1

bundle (Input)
fiber ack; ;(v)
eff: mem;(j) := v, status; := status; + 1
bundle (Hidden)
pre: status;, = 2n + 1
fiber compute,
eff: status; := 0, compute()

Fig. 4. The bundle specification for protocol party P;.

if 3; € I mem;(j) = (v, 00) then
pref,; = v, round; 1= 0o

else if i € L A3, Vjeruar m1(mem;(j)) = v then
pref; := v, round; := 00

else if i € L then
round; := q(round;)

else if mazxround — round; < 2 then
round; := round; + 1
if 3, Ve m1(mem;(j)) = v then

pref, ==wv

else
round; = mazxround — 2
pref ; := m2(mem;(min(L)))

Fig. 5. The compute() procedure.



