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Tools for the Computer-Aided Design
of Multigigahertz Superconducting
Digital Circuits

Kris Gaj, Quentin P. Herr, Victor Adler, Andy Krasniewslgellow, IEEE Eby G. Friedman, and Marc J. Feldman

Abstract—The realization of large integrated circuits depends its detail. Rather, the development of semiconductor VLSI
upon the application of computer-aided design (CAD) tools. This circuits has been made possible by utilizing a large variety
paper summarizes the results of a survey of CAD tools target- ¢ 1450|5 and methodologies which fall under the general name

ing superconducting digital electronics. Five categories of tools: . )
circuit simulators, circuit optimizers, layout tools, inductance of computer-aided design (CADThe development of CAD

estimators, and logic simulators are discussed in detail. Within t00ls and design methodologies is a major research specialty
each category, a comparison of several currently available CAD in the field of semiconductor integrated circuits.

tools is presented, and a tool which has been adapted for use or  The current situation isuperconductingligital electronics
developed at the University of Rochester is discussed in greater ~AD is far less advanced. The level of integration of RSFQ

detail. In addition, tools for timing analysis as well as integrated . . . A L .
design environments that permit the effective data interchange circuits, although primarily limited by the relative immaturity

among various tools and support libraries of design models Of the process technology, is also distinctly limited by the
are discussed. Future tools for timing optimization, automated available design tools. Future progress will depend on the

logic synthesis, and automated layout synthesis are shown todevelopment of more sophisticated CAD tools targeted to
be necessary for the design of superconducting circuits at the SDE. These tools are the subject of this paper; a companion

very large scale of integration (VLSI) level of integration. Trends . . o
regarding changes in the requirements for effective CAD tools P&Per treats design methodologies for RSFQ circuits [3].

are discussed, and expected improvements to existing tools and All superconducting logic schemes can be roughly classified
features of new tools currently under development are presented. as either flux-based, such as RSFQ, or voltage-state, such as
Index Terms—CAD, inductance extraction, layout, optimiza- MVTL. Voltage—stat_e logic is a n.atural emulation of semicon-
tion, RSFQ, simulation, superconducting electronics. ductor technology in that data is encoded by steady voltage
levels. RSFQ logic is a new concept in which logic states
“zero” and “one” are encoded using voltage pulses instead of
voltage levels.
PERCONDUCTING digital electronics (SDE) compares Conventional CAD tools used in the semiconductor industry
avorably with all existing semiconductor technologiesannot be directly applied to the design of superconducting
when both speed and power consumption are considered Higital circuits. At the circuit and physical levels, the main
[2]. A major effort today in SDE focuses updrapid Single obstacles include a different basic active component (transistor
Flux Quantum (RSFQJogic. Medium- to large-scale RSFQfor semiconductor logic families versus Josephson junction
circuits have been reported to operate with clock frequenciies superconducting technology), a different basic passive
above 10 GHz, while 100-GHz RSFQ circuits should beomponent (capacitor versus inductor), and different passive
feasible within the foreseeable future. and active interconnects (metal RC lines with buffers versus
The complexity of semiconductor very large scale of intelosephson transmission lines and microstrips). At the logic and
gration (VLSI) circuitry is a wonder of modern technologysystem levels the main problems include a different suite of ba-
Tens of millions of active transistors and additional passisc gates, different synchronization schemes, and significantly
elements are systematically organized and fashioned suiiffierent levels of influence of gates on each other. For SFQ-
that the overall result of their individual operation providebased logic, an additional problem is a different convention
a unified and coordinated function. This complexity is fafor representation of logic states.
beyond the ability of a human mind to comprehend in all Although certainly there are difficulties to adapting semi-
_ , , , conductor CAD tools for voltage-state superconducting logic,
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level of complexity where circuits with many tens of RSFQ Current progress in the area of CAD tools for superconduct-
gates are successfully demonstrated at multigigahertz claog digital electronics is driven by two primary issues:

frequencies [10]-{14]. The initial progress utilized tools and « practical industrial-based projects aimed at developing
methods developed specifically for RSFQ logic, which allow  medium-scale specialized circuits for niche applications,
minimal automation. Together with the increasing complexity  such as analog-to-digital converters [24], [27], time-to-

and growing variety of RSFQ circuits currently under develop-  digital converters (timing digitizers) [28], [29], and digital
ment, design methods have evolved and new tools have been filters [11], [12], [30];

created to satisfy this need. ~«+ long range projects (such as HTMT) to apply RSFQ
In the early stages of the development of RSFQ logic to high performance high complexity general-purpose
(1985-1992), the only tools in use werecicuit simulator computing [2], [25], [26], [31], [32].

(such as JSpice [15], PSCAN [16], or JSim) and a simple |, the first case, targeting for medium-scale applications, the
layout editor (such as AutoCAD or Magic). Beginning in gyisting tools discussed in this paper offer improved accuracy
1993, circuit optimizers(such as MALT [17]) andnductance ang design efficiency sufficient for the majority of these
estimators(such as Lmeter [18]) were introduced to increasgypjications. In the latter case, no tools and methodologies are
the yield of superconducting circuits and accelerate the desigiicient to deal with the complexity of this target problem.
process, and the capabilities of circuit simulators and layopjinough currently the main obstacle on the way to the devel-
editors were significantly enhanced. Also beginning in 199¢yment of very large-scale superconducting digital circuits is
research on logic level simulation of RSFQ circuits wage immature fabrication technology, the lack of appropriate
initiated [19]. This early research effort led to the developmeiq|s and methodologies may soon become a significant factor
of more efficient tools for simulating RSFQ circuits at th§miting further progress, even if other technical challenges
logic level [20]. were to be solved.

Until very recently, tools for designing RSFQ circuits have |, section I, the basic design flow for SDE circuits is
been developed as separate components. These tools could&igbwed. In Section lll, a survey of existing tools for the
exchange data between each other and did not conform to sigksign of superconducting digital circuits is presented. This
dards used by CAD vendors within the semiconductor circuiggrvey is followed in Section IV by a discussion of future
industry. Several groups have made an effort to develop thgips required for the development of superconducting VLSI
own environments for the design of RSFQ circuits, based @hcuits. Trends regarding changes in design requirements,
a combination of commercially available, public-domain, angypected improvements to existing tools, and new tools under

coherent and integrated environments have been developed to

date.

In part because of these deficiencies, the most complex
RSFQ circuits are composed of roughly 2000 Josephson )
junctions and even at this scale they have required a cdh- Established Tools
siderable and tedious effort to realize [12], [24]. Further The basic design flow for small- to medium-scale super-
progress, to higher clock rates and greater levels of integratieenducting digital circuits, illustrating the basic tools used
complexity, will require significantly more sophisticated CADduring the design process, is shown in Fig. 1. The first stage
tools. Nevertheless, the recent development of the rather smafl-the design process, creating a junction-level schematic
scale circuits have prepared the way for RSFQ circuits of the circuit from its functional description, has remained
drastically ambitious performance and complexity which agnautomated and highly intuitive. After the initial structure
now envisioned. of the circuit and values of the components are determined,

In 1997, a large trial project began to explore the possibilithe circuit is captured by thechematic editarThe schematic
of building a petaflops (0 floating point operations per editor is often integrated into a circuit simulator or layout
second) scale supercomputer based on RSFQ logic, undéitor, but it can also work as a stand-alone tool or within a
the title Hybrid Technology MultiThreading (HTMT) Archi-larger CAD environment. The netlist of the circuit is generated
tecture [25], [26]. In principle, a petaflops system basedutomatically by the schematic editor. The exact format of
on RSFQ logic and other advanced technologies may tie netlist is determined by the requirement of the circuit
realizable within a ten-year time frame, far earlier than woulsimulator. The most typical format accepted by the majority
be possible assuming the evolutionary progress of classioélcircuit simulators is the Spice notation [33]. For simple
semiconductor-based technologies [2], [25]. A single RSF€uperconducting circuits, it is possible to create the netlist of
processor required for the HTMT architecture is expected tioe circuit manually and avoid the use of a schematic editor,
contain several million Josephson junctions. This complexibut this process becomes cumbersome even for medium-scale
is far beyond the ability of currently available CAD toolstircuits.
targeted for developing medium-scale RSFQ circuits. Not only In the next step, the designer chooses test input stimuli
must tools for logic level simulation be adapted and enhanceifficient to verify whether the circuit operates correctly. These
but also new tools for timing optimization, automated logistimuli can be either defined within a schematic editor as
synthesis, and automated layout synthesis will need to beltage or current sources, or can be described in a textual
developed. notation as a part of the netlist. The circuit is then simulated,

Il. BAsIC DESIGN FLOw
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Fig. 1. Design flow for small- to medium-scale superconducting digitaig. 2. Design flow for large-scale superconducting digital circuits.
circuits.

e T , ) ) result from extracting parasitic components, such as parasitic
ver!f|ed, an-d m(_)(_jmed |t<_arat|vely unti the correct operation fOhductances. If these parasitic inductances are meaningful, e.g.,
al! input stimuli is obtained. .In each iteration, the SOUrCe Qheir values are greater than some predetermined threshold,
failure mgst b.e. both dete.rmmed a}nd corrected..Thls_procqﬁg parasitic impedances must be added to the schematic.
may t_>e S_'mF’"f'ed and quickened ,'f the schematic edltor ar(f%ce these parasitic inductances are included within the circuit
the circuit simulator are closely integrated, and the Circupamatic, the figures of merit used during optimization (such
simulator has features permitting localizing errors within 8s the critical margin or expected yield of the circuit) may

circuit. o degrade. These figures of merit must be recomputed, and if
Optimizing the circuit starts once the set of parameters fﬂ{e change is meaningful, the circuit must be reoptimized,

which the circuit operates correctly is determined. The purPOgioed by modifications to the circuit layout. The entire

of the optimization process is to determine the Opt'm_u”&,rocedure may need to be repeated several times until no
values of the parameters describing the components in gnificant differences between the layout and the schematic
circuits (e.g., the values of resistances, inductances, criti detected by the LVS checker, and the circuit is found to

currents, and bias currents), for which the circuit has thg, sufficiently robust against parameter variations.
highest probability to operate correctly after fabrication despite

variations in the fabrication process. Optimization is often the . )
most time-consuming part of the design process. After tffe Emerging Tools and Extensions
optimization step is completed, the new parameter values ard=or more complex superconducting digital circuits the basic
introduced into the schematic. design flow used for small-scale circuits is not satisfactory.
The next step is to create a layout of the circuit correspontlhe computer time required to simulate the circuit, and the
ing to the optimized schematic. For superconducting circuitsumber of parameters which must be included in optimization,
this is done manually using layout editor.The layout editor increases to the point where it is inefficient or even computa-
typically includes alesign rule checker (DRG¥sponsible for tionally infeasible to directly scale up the small circuit design
finding any violations of the process design rules, such psocedure. This problem was confronted long ago in semi-
the minimum spacing between two layers. The DRC must kenductor digital electronics. Large semiconductor circuits are
calibrated to work for a specific superconducting fabricatiotesigned at the logic level rather than at the device level. In
process (e.g., the Hypres, ten level, NB@4/Nb trilayer this approach, the circuit is constructed using a limited set
process [34]). of previously developed building blocks. These blocks can be
Modern layout editors include a more powerful verificatiotasic logic gates or they can be larger subcomponents. The
tool, layout versus schematic (LVSikrification, integrated basic design flow for large-scale superconducting circuits is
into the layout process. The function of LVS verificationllustrated in Fig. 2. Compared to the design process for small-
is to compare the original schematic of the circuit witlscale circuits, the primary difference is the replacement of a
the equivalent circuit schematic extracted from the layoutircuit simulator by a logic simulator and the replacement of
In this way, electrical design errors created during layoat yield optimizer by a timing optimizer.
editing can be detected and fixed before the circuit is sentLogic simulation for superconducting circuits can be per-
to fabrication. Electrical errors reported by LVS may alséormed usinglogic simulatorsdeveloped for semiconductor
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electronics. For superconducting voltage state logic the uddp, these emerging tools will be grossly inadequate.
of existing logic simulators is straightforward because th@ne primary concern is layout editing. Even for circuits
same convention is used to represent the logic states and hwitth thousands of Josephson junctions, manual editing
technologies use a similar suite of basic gates. For RSFQ logg, grueling and excessively time-consuming. For larger
existing logic simulators with their libraries of standard gatesrcuits, the time necessary for editing quickly becomes

cannot be applied directly. The main problems are: prohibitive. The only solution is to develop tools for
« the different conventions used to represent logic stat@dgtomated layout synthesisinfortunately, the existing tools
based on pulses rather than voltage levels; appropriate for semiconductor circuits cannot be easily

« a different suite of basic gates including clocked RSF@dapted because of differences in implementation and
elementary gates instead of combinational semiconductfr the characteristics of interconnects between these two
gates; technologies.

« the strong influence of RSFQ gates on each other thatThe other area where automation will certainly become
may affect timing parameters and thus accuracy of tiiedispensable for VLSI circuits is logic synthesis. Current
simulation. methods, based mainly on designer intuition, do not scale

Despite these difficulties, existing simulators have beé’}‘fe" for larger circuits with little regularity or a Iarge_ va-
adapted to work with RSFQ logic. This was achieved by Of gaté types. Tools foautomated logic synthesisf
creating model libraries of RSFQ gates that accurately descripaniconductor circuits cannot be easily calibrated to RSFQ
the behavior of RSFQ gates and at the same time can Iggm. .The. primary obstacle is that RS.FQ gates are clock_ed, not
simulated using traditional semiconductor-based simulatig@MmPinational, and that the synthesis process should include
tools. The most straightforward technique for creating sudfi€ clock distribution network.
models is the use of hardware description language (HDL) None of these tools have been developed to date for
such as Verilog HDL or VHDL [20]. supercor@gctors. R_eseqrchers have hardly begun to investigate

To be useful for timing analysis of a large circuit, RSFéhe feasibility of c_allbratmg semlcondugtor CAD tools for use
gate models must include information about timing parametef8, @utomated logic and layout synthesis.
such as the propagation delay, the hold time, and the setup time
[19], [35], [36]. Values of these parameters must be found
using circuit (junction) Ieve_l simulation. T.h|s |s.stra|ghtfo_r- Il SURVEY OF EXISTING SDE CAD TooLs
ward, but nevertheless, doing all of the simulations required
to manually determine the hold time or setup time is both time- In this section, the results of a survey of superconducting
consuming and cumbersome. Therefore, either existing circdigital electronics design tools is presented (Tables I-VI). Five
simulators must be extended to permit these timing parametB@sic categories of existing SDE design tools, currently in use
to be determined or specialized tools closely integrated willy major SDE university and industry groups worldwide, have
the circuit simulators need to be developed to accomplish theen considered. Although some of the tools are specific to
same purpose. RSFQ logic, note that the majority of the tools can be used for

Logic simulation by itself can be used to verify the correc@ther types of superconducting logic. A significantly expanded
function of the circuit and to detect any gross timing errory€rsion of this survey has been published on the World Wide
Nevertheless, it does not provide the designer with informatidMeb in the form of interactive tables [37]. It is intended that
about the optimum values of the interconnect delays withife survey will be continued in the future and that the web
the circuit. To obtain these values,timing optimizermust Site will be updated as the technology evolves. The reader is
be developed. This tool requires information about the circigficouraged to study the more detailed version of the tables
structure, assumed timing scheme, circuit layout limitationgvailable on the web, updated to represent the most recent
and variations of timing parameters of the basic cells fate of SDE CAD technology.
calculate the optimum interconnect delays. To be completelyln this paper, the features of all major existing tools in
general, the tool would need to accept both synchronous &#fh of the five categories of SDE CAD tools are reviewed
asynchronous timing schemes. and compared. Then, as an example, the particular tools

Versions of all of these aforementioned tools have beéigveloped, calibrated, and/or adapted for use at the University
developed but are not presently in widespread use. The prim@fyRochester are discussed in greater detail. It should be
reason is the small number of research groups involved in thederstood that although the Rochester group has made an
development of large-scale RSFQ circuits, while most resea@ffort to select or develop the best tool in each category,
groups deal with On|y small-scale circuits and h|gh|y repetitiv@le final solutions described in this article have been Clearly
structures. Another primary obstacle is the lack of a generaifjfluenced by historical, economical, and educational factors,
accepted theory regarding how best to proper|y model timir%)al’t from purely technical considerations. No Superiority
in RSFQ circuits. of Rochester tools over equivalent tools developed or used
by other groups is implied, and the detailed description of
the Rochester toolset should be treated as an example of
an integrated design environment for superconducting digital

When the complexity of superconducting circuits growsircuits, rather than a set of recommendations for use by other
to a VLSI level, such as a million junctions on a single&SDE groups.

C. Future Tools
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TABLE |
FEATURES OF EXISTING CIRCUIT SIMULATORS
JSpice | WRSpice | Spice 3f4 | HSpice Eldo PSCAN JSim JULIA WinS
Vendor Whiteley Whiteley UC Berkeley Avant! ANACAD SUNY Stony | UC Berkeley P. Shev- S. Kaplunenko
Research, Research, and U. of Corp. Computer Brook chenko
Inc. Inc. Karlsruhe Systems
JJ Model internal internal internal external external internal internal internal internal
Basic voltage voltage voltage voltage voltage phase voltage phase phase
variable
Additional types of analysis
operating 2D 2D 2D ? - 2D 1D 2D -
range
Monte-Carlo - + + + + - - - -
mixed-mode - + - _ ¥ _ - — -
noise - + + = + - + - -
Input/Qutput Interface
Schematic sced Xic/sced - - from Cadence DERA Cadence +
Editor Powerview Composer, extensions Composer
OrCAD,
Xic/sced
Output nutmeg IPLOT nutmeg + Xelga RODEO XGRAPHscp + +
Interface
Scripts + + + + + + - + +
Interactive - - - - _ " _ " T
Simulation
Optimization (built-in or built-upon)
Optimizer | MALT | MALT [ ABAK | - [ xopT | cowBoy | rtry + +
Documentation
Manuals + + + + + +- + +- -
Articles {15] - - - (38] {16], [23] - - -
A. Circuit Simulator of the simulators. A comparison of speed can be meaningful

1) Survey of Existing ToolsA variety of circuit simulators only if these parameters are set to values corresponding to the

has been either extended to work for superconducting circuf@Me simulation accuracy. Default values of accuracy-related
or has been written exclusively to simulate superconductif@rameters are often different for various simulators.
logic, as shown in Table I. The first group includes modifi- Oné clear distinction between two groups of circuit sim-
cations of Spice (such as Jspice3 [15], [33], WRSpice, Spih'@tors is the choice of a basic internal variable. In JSim,
3f4, HSpice), and extensions of other circuit simulators su€Hdo, and all Spice-based simulators, nodal voltages are used
as Eldo [38]. The second group includes original simul&®S basic variables; phases of Josephson junctions are derived
tors, such as JSim developed at the University of Berkeld§om these voltages. On the other hand, in PSCAN, JULIA,
PSCAN developed at Moscow State University [16], rewritte@"d WInS all of the superconducting circuit equations are
and extended at SUNY Stony Brook [23], WinS written b>$olved with phase as the basic variable; voltages are computed
Kaplunenko, and JULIA developed by Shevchenko. Numero@8ly after completing the Newton iterations required during
proprietary modifications have been added to JSim at DERfe numerical analysis. The effect of this difference on the
(Defense Evaluation and Research Agency) in the Unit@égcuracy or speed of the simulators appears to be noncritical,
Kingdom. but to the authors’ knowledge, this difference has not been
A primary difference between these two groups of sim@uantitatively assessed to date.
lators concerns user documentation, user support, and errofdditionally, some simulators, e.g., PSCAN, have a built-
handling. Simulators written exclusively for superconducting} microscopic (“Werthamar”) model of Josephson junctions
logic have been developed at universities for noncommercigP], [40], [16]. This feature may be necessary to correctly
purposes and are currently available in the public domain. Teodel submicron Josephson junctions in new process tech-
date, documentation for these simulators is scarce, user suppotegies, currently under development.
is not guaranteed, and error handling is often inadequate.  Another difference arises from the use of an internal versus
In terms of accuracy and speed, there seem to be @0 external Josephson junction model. An internal model is
fundamental differences among the simulators surveyed hpilt into the source code of the simulator, while an external
Table 1. The accuracy offered by these tools is adequate for thedel is defined by the user using specialized notation and
design of digital and mixed-signal superconducting circuitss invoked as a macro. Although both models are typically
No reliable speed comparison of these simulators has bdenctionally equivalent, leading to the same simulation results
performed. This comparison would require the developmentaifid accuracy, the difference in speed can be substantial. The
a set of benchmarks and simulations performed on the saose of an external Josephson junction model (as in HSpice
or equivalent type of machines. An additional complication iand Eldo) may slow down the simulation by one or even two
the different definition of parameters controlling the accuraayders of magnitude [41]. On the other hand, the capability
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of using external models significantly simplifies the processe certain parameters that are optimized such as junction
of adapting commercial semiconductor circuit simulators for  sizes, inductors, or bias currents are unique to supercon-
use with superconducting logic. The reduction in simulation ducting circuits;

speed may be further justified by additional simulation modese the fabrication process is significantly different, and pa-
and by greater compatibility with the powerful capabilities rameter variations are larger in currently immature su-
of commercial simulators, such as Monte Carlo analysis or perconducting foundries as compared to sophisticated
mixed-mode simulation. multibillion dollar semiconductor fabrication facilities.

In summary, all of the available circuit simulators appear t&dditionally, semiconductor-based digital circuits are rarely
offer accuracy and speed sufficient for the transient analysisdqiveloped as purely custom circuits (exceptions include
small- and medium-scale superconducting circuits. The choiRAM’s and microprocessors); instead, standard libraries are
of simulator may depend on: used to build most digital circuits. Therefore, it is typical that

« additional operational modes, such as Monte Carlo anal-designer of a semiconductor logic circuit may never use

ysis, mixed-mode simulation, or noise simulation [42]a circuit optimizer. On the contrary, RSFQ cells are custom

[43]; designed for different applications. The first attempts to use
e an associated or built-in optimizer; the same basic RSFQ cells in multiple designs have only
* documentation and user support; recently been accomplished by several industry groups, and
e user interface; robust libraries of such gates have yet to be developed [28],
e operating system and hardware platform; [44]. Therefore, efficient circuit optimization remains one of
 availability and price. the critical steps in the development of RSFQ circuits.

At the time of writing, JSpice3, WRSpicendPSCANare the  The robustness of RSFQ gates can be reliably quantified
most widely used circuit simulators by groups involved in thBY circuit yield, the ratio of the number of circuits operating
design of medium- to large-scale RSFQ circuits. JSim is tig@rrectly to the total number of fabricated circuits. If it is

most popu|ar simulator among groups dea]ing with the desigﬁsumed that the random distribution of the parameters char-
of small-scale Superconducting circuits and structures. acterizing the fabrication process is close to Gaussian and that

2) University of Rochester ToolsThe basic circuit simu- their standard deviations are well characterized, the yield of a

lator used at Rochester #Spice3from Whiteley Research, Circuit can be determined using a Monte Carlo analysis. This
Inc. Its primary advantages include good documentation, ugeghnique requires simulating the circuit multiple times with
support, low price, high speed, and large user base. Ta#lparameters chosen at random according to their respective
simulator has an internal Josephson junction model, permiighdom distributions. Although this strategy for measuring
two-dimensional (2-D) margin analysis, and has a compréircuit robustness is clearly the most straightforward and
hensive script language and a user-friendly graphical uggcurate, it is also computationally expensive.

interface. JSpice3 is fully compatible with Spice3 and therefore Therefore, a simpler measure, called tiéical margin, has

can be used to simulate hybrid semiconductor-supercondudigen adapted by many groups [45]. Individual margins of a
circuits. It is also compatible with its successor WRSpice. Ttecific parameter are defined as the difference between the
Rochester in-house developed tools, such as MALT for circipper and lower limits of the operating parameter for which
optimization and TAN for timing parameter extraction, havéhe circuit operates correctly and the nominal value of this
been based on JSpice3 and exploit the capabilities of its scfygrameter, while other parameters are held at their nominal

language. Both of these tools work without modifications witHalues. The critical margin is the smallest of the individual
WRSpice. margins calculated for all parameters. One advantage of using

the critical margin as a measure of circuit robustness is
that it can be efficiently computed, e.g., applying a binary
search to each individual parameter. It provides an intuitively
1) Survey of Existing ToolsAs opposed to other tools suchdirect technique for optimizing the circuit by centering each
as simulators and Iayout editors, the existing circuit Optimi%)'arameter within its Operating range [45] The assumption is
ers for superconducting digital circuits have primarily beeghat when all parameters are centered, then the parameters are
developed at universities, have been written from scratcdy, their optimum values and the critical margin is that most
and are either proprietary or available in the public domaifikely to cause a circuit fault. This would in fact correspond
This background results from the fact that optimizing suo the maximum yield point if all the parameter effects were
perconducting digital circuits, in particular RSFQ gates, isdependent of each other, but this is never the case. Another
significantly different from optimizing semiconductor gatesadvantage is the possibility of experimental verification of
The most important factors that contribute to this differengadividual margins for one type of parameter—the bias current.
are: There is no proven correlation between circuit yield and
¢ superconducting RSFQ gates are based on two-termigatical margin. On the contrary, it has been shown that there
Josephson junctions versus three-terminal transistors ugaist hypothetical circuits for which the point of optimum yield
in semiconductor logic; this characteristic complicates the relatively far from the point of optimum critical margin
design of a single gate, decreases the input and outfilif]. Despite this, it is commonly believed that for practical
impedance, and increases the sensitivity of the circuit RSFQ circuits these measures are positively correlated, and
variations of the component parameters; optimizing the circuit with respect to critical margin improves

B. Optimizer
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TABLE 1l
FEATURES OF EXISTING CIRCUIT OPTIMIZERS
COWBOY rtry WinS MALT XOPT ABAK
Developers A. Kirichenko J. Satchell S. Kaplunenko Q. Herr, K. Gaj T. Harnisch, W. Benzing,
J. Kunert, Tran Chi G. de Meester,
Hien R. Koch
Simulator in PSCAN ISim WinS Jspice3, WRSpice Eldo Spice 34

use

Optimization method

Figure of merit critical margin critical margin critical margin yield yield yield or critical
margin
Optimization heuristic heuristic heuristic inscribed Centers of Gravity Centers of Gravity
method hyperspheares Method Method and other
methods
No of params in arbitrary arbitrary arbitrary 8-9 arbitrary’ arbitrary’
a single

iteration

Pass-fail criteria

Specification described manually | textual or graphical automatically automatically described manually | described manually
in SFQHDL generated, generated in HDL-A in C++
adjustable by user
Supports + - - - + +
localizing

€rrors

User interface

I textual I textual I graphical I textual | graphical I textual
Documentation
Manuals + - - + + (in German) +
Articles [23], [54] - - [17] [491, [50] [51]

1The computation time increases with the number of parameters or the optimization becomes less effective (smaller improvements of the figure of merit)

circuit yield. A quantitative analysis of this relationship wouldmation) developed by Director [52], [53]. The algorithm
require defining a set of benchmark circuits, optimizing thesems at inscribing the largest possible hypersphere within a
benchmark circuits using both figures of merit, and comparimgultidimensional operating region of the circuit. After the
the yield of the final circuits using a Monte Carlo analysis. algorithm terminates, the optimum value is chosen at the center
Existing circuit optimizers, shown in Table I, can be diof the inscribed hypersphere.
vided into two distinct groups on the basis of the definition Heuristic algorithms are used to optimize the critical margin
of the figure of merit being optimized. One group uses ttie COWBOY and rtry. These algorithms are highly efficient
critical margin as a figure of merit and includes COWBOYand have no clear limitations on the number of parameters. The
[23], rtry [46], and WinS. COWBOY is currently an imegra|advantages of the method of inscribed hyperspheres include
part of the PSCAN simulation environment [23], while rtry is &S speed and accuracy. The disadvantages are the limitation
stand-alone tool using JSim for simulation. The second gro@p the number of parameters optimized in a single program
includes MALT developed at the University of Rochester [17]un. and the requirement that the shape of the operating
[47], [48], XOPT developed at the University of lImenad€gion be convex. These disadvantages can be easily overcome
(Germany) [49], [50], and ABAK [51] developed at theby properly phoosmg the pgrameter sets or tr.ansfc.)rmmg the
University of Karlsruhe (Germany). All of these tools us@arameters into a logarithmic space, as described in [17] and
yield as the figure of merit being optimized. MALT employs[47]' o ) o ) )
JSpice3 or WRSpice for simulation, XOPT is based on Eldo, Statistical methods, in principle, can be applied to an arbi-
and ABAK works with Spice 3f4. trary number of parameters being S|mult_an_eou_sly optimized,;
Optimizers using yield as a figure of merit can be 1:ur,[hé}evertheless, the final _result of the optlmlzat|0n _prO(_:e_dure
divided depending on the type of optimization algorithm bein epends stror_lg_ly on this number. As a resul, it is dn‘f!cult
used. ABAK and XOPT use statistical algorithms such as t assure sufficient accuracy (and thus close to the optimum

Center of Gravity Method (CGMJThis algorithm determines choice of all operating parameters) and reasonable efficiency
. : ) for a large number of parameters. For a small nhumber of
an optimum set of nominal parameter values by:

} . . parameters, the method of inscribed hyperspheres is clearly
* choosing a number of parameter sets around an initigl e efficient. Further research, considering both optimization
(temporary) operating point; speed and post-optimization yield, is required to quantitatively
« simulating the circuit for each set of parameters to dEte(fbmpare both methods.
mine for which of these sets the circuit operates correctly The other important distinction between these various opti-
and for which it fails; mization programs, independent of the figure of merit and op-
* moving the temporary operating point based on the avgfmization algorithm, is the manner of specifying thass—fail
age position of the pass—fail parameter sets. criteria for a given circuit. Pass—fail criteria are used by the
MALT and XOPT use a deterministic algorithm callecbptimizer to distinguish between correct and incorrect circuit
the method of inscribed hyperspherésr simplicial approx- operation.
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Two basic ways of describing pass—fail criteria are currently X ‘
in use among available optimizers. In MALT and WinS, T
pass—fail criteria are generated automatically on the basis of /\ A A /\
| I

the simulation results for an initially correct set of parameter€LK
In COWBOY/PSCAN, XOPT, and ABAK, a special HDL is
used to describe the correct operation of the circuit. Varioug /\
languages are used for this purpose: PSCAN uses a custom-

designed notation called SFQHDL [54], XOPT employs a
subset of VHDL called HDL-A [50], and ABAK makes use

of the general purpose object-oriented programming languagePhase reference \ //

I
I
|
|
|
|
'
1
|
|
i
i
l
{
T
i
1
1
|

L . . oint
C++ [51]. The exact rules for describing correct circuit be- P checkpoints
havior vary from notation to notation. Typically, a user must
describe the exact order in which junctions switch within the CHECKPOINT RATIO = —X
circuit, thereby specifying the behavior of all internal nodes T
within the circuit. Fig. 3. MALT: Generating pass—fail criteria fosynchronous circuits.

; ; itions of checkpoints are determined on the basis of the CHECK-
Both approaches have their advantages and dlsadvantaﬁ% NIT_RATIO, which defines the relative position of each checkpoint

Automatic generation of pass—fail criteria is extremely fag{ the clock cycle.
and convenient. On the other hand, no support is provided to

rmine th rre f parameters. - . .
dete e the correct set of parameters One of the distinct features of MALT is the capability to

Manual specification of pass—fail criteria using HDL's ma: o . . :
. . . “generate pass—fail criteria automatically on the basis of a single
be cumbersome, particularly for medium to large-scale circuits;

S Slipulation of the circuit for correct operating parameters.
On the other hand, at least in principle, once properly Prepargis capability is performed by defining time windows when

this specification can be used to search fpr t.he initial set 8t ch specified junction must undergo & phase change.
operating parameters and/or support localization of errors. The position of these windows is determined automatically
Additional factors in choosing a circuit optimizer include,, the pasis of the simulation results for a correct set of
a user-friendly interface, documentation, and user baggerating parameters as well as a set of numerical parameters
Presently, only two optimizers are in use by more than ORfovided in the MALT configuration file [48]. The algorithm
research groupMALT and COWBOY/PSCAN for determining the positions of these checkpoints (those points
2) University of Rochester ToolsThe MALT optimizer \here the value of the phase at the output nodes is verified) is
was developed at the University of Rochester from 19%fferent for synchronous (clocked) and asynchronous circuits.
to 1994. Since then, MALT has been transferred to severdr synchronous circuits, the checkpoints are set at a given
university and industrial groups. It has also been extensivglgrcentage of a clock cycle, typically close to the end of
used within the Rochester group to design about 20 basi@ cycle, as shown in Fig. 3. By applying this convention,
RSFQ cells [12], [17], [47]. any realistic variation in the clock-to-output delay does not
A short justification of several decisions made during thefluence the outcome of the phase comparison. For asyn-
development of MALT, and a short review of its features arghronous circuits, the checkpoints are set a certain time interval
discussed below. MALT consists of three separate prograbefore and after the nominal position of the output pulse, as
written in C, where each program performs, respectively, thghown in Fig. 4. This procedure permits accommodating for
« automatic generation of pass—fail criteriait); limited variations in the position of the output pulses. This
« one-dimensional (1-D) and 2-D operating range anaWé;gnventlon was later adapted in W|nS, where add|t|0n_ally the
(marg); user of the program can interactively change the positions of
« optimization bpY. the checkpoints relative to the output waveforms.

. Two main problems have been reported by users of MALT.
The.C programs constituting MALT are supported by a set %ﬁrst, the user interface is textual and requires preparing
JSpice3 scripts.

- ) ) ) . several input files for each circuit. Second, the selection of the
MALT was orlgl-nally writien to quk with JSplgeB and is circuit parameters subject to optimization during a particular
also compatible with the current version of WRSpice. The COfptimization run must be done manually and intuitively on

of the optimization programop{ can be adjusted to work with the pasis of criticality and interrelations among the various
other circuit simulators. parameters.

MALT optimizes the yield of the circuit, using a determinis- Tq address the first problem, MALTTool, a graphical user
tic method of inscribed hyperspheres. In the authors’ opiniofterface for all MALT programs is under development. This
MALT offers a better tradeoff between the optimization effednterface should greatly simplify the preparation of the input
tiveness and computational efficiency than other optimizatigfata and the interpretation of the final results.
tools currently available. MALT provides a more optimal result The second problem, however, is intrinsic to this technique.
than programs based on critical margin optimization and e algorithm itself limits the number of parameters capable
more efficient than statistical methods aimed at providing afi being simultaneously varied during the optimization to
equivalent optimal solution. eight or at most nine. Running on an Ultra Sparc, an eight-
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TABLE 11l
FEATURES OF TOOLS FOR LAYOUT EDITING AND VERIFICATION
Cadence Virtunoso Xic L-Edit Magic Kic
and Diva
Vendor Cadence Inc. Whiteley Research Inc. Tanner EDA UC Berkeley Whiteley Research Inc.
Extensions SUNY Stony Brook,
U. of Rochester,
TRW, RSFQ Inc.
Verification
DRC batch batch and interactive batch interactive -
ERC + + — — —
Inductance Lmeter Lmeter - INDEX -
extraction routine | °° inductance per square
LVS - connectivity + + - - -
LVS - parameter + - - - -
values
File formats
Output files GDSII, CIF GDSIIr3, CIF, GDSII, CIF GDSII, CIF GDSIIr3, CIF,
native, text mode GDS native, text mode GDS
Tech files SKILL keyword/value pair ? unique -
format

dimensional (8-D) optimization of a circuit containing 2@he most commonly used among university researchers. This
junctions requires about 10 min, a nine-dimensional (9-Bjtuation is particularly disadvantageous for small companies
optimization requires from 1 to 2 h. Even the simplest RSFfDat cannot afford Cadence, because they cannot anticipate that
gates have more than eight or nine parameters. To cope withiversities will calibrate other less expensive tools. Lower
this problem, several parameters at a time can be optimizgsbt alternatives to Cadence are such commercial tools as Xic
in an iterative process. This method is effective but has sormed L-Edit or public domain programs such as Magic and Kic.
limitations. The most critical parameters must be determinedThe basic part of each layout tool, the layout editor, is
and included in each successive optimization. Otherwise, thifficult to compare. The most important feature, a user-
figure of merit will change from one optimization to thefriendly interface is often a matter of personal preference.
next, and the set of parameter values will not converge The public domain Magic editor has the disadvantages that it
the optimum solution. Second, concavities may exist in thghly permits Manhattan structures and it applies old-fashioned
operating region, and the parameter values may not convefgigel-oriented (versus object) graphics. Larger and more objec-
to the optimum. These problems can be overcome througle differences exist in the area of layout verification. These
the use of optimization techniques described in [17] ardifferences concern tools for

[47], which provide general guidelines for choosing proper , DRC:

sets pf parameters for successive optlm'lzatllons.. Neve'theIess, electrical rule checking (ERC);

the final choice of the parameter sets is circuit specific and, LVS.

knowledge of the circuit operation can significantly enhance

the efficiency of the iterative optimization. Most of the layout tools include BRC. This capability is

responsible for reporting violations of design rules such as the
minimum spacing between two layers, the minimum width of a
C. Layout Tools given layer, or the minimum overlap of one layer outside of the
1) Survey of Existing ToolsMost of the layout tools used second layer. AfERCdetects problems such as power/ground
to design superconducting circuits (see Table 1) @seimer- shorts and unconnected floating nodes. As similar rules must
cial semiconductorCAD tools. This outcome has occurredo€ Verified for CMOS and other semiconductor processes,
because semiconductor layout tools are sufficiently genefaiPerconductive-based design and electrical rules can be easily
to permit relatively easy calibration in order to accommodat@corporated into existing commercial semiconductor layout
different types of technologies. The calibration is often rdools.
duced to writing appropriate technology files, specific for a More difficult is the calibration of a final verification
given fabrication process. In addition, layout tools are amomgocess—LVS comparison. The purpose of LVS verification is
the most complex and time-consuming to develop, and tkecompare the original circuit schematic with the schematic
current scope of SDE research and design effort worldwigxtracted from the circuit layout. In the first phase, a circuit
does not justify development of such tools specifically fa@xtractor identifies all devices in the layout and the connections
superconducting technology. between the devices. As a result, a netlist of the extracted
Price may be a decisive factor in selecting a layout todtircuit is created. Optionally, values of the device parameters
In particular, the high cost of the Cadence toolset, includiraye calculated during extraction and included in the netlist.
Virtuoso (layout editor) and Diva (layout verification), is dn the second phase, a netlist obtained from the original
deterrent to small industry research groups. On the other haschematic is automatically matched with the netlist extracted
the relatively loweducationalprice together with the elaboratefrom the layout and differences in connectivity and parameter
capabilities of Cadence have caused this toolset to becowsdues are reported.
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Unmodifiedsemiconductotools can typically perform ex-
traction of transistors, resistors, and capacitors, but lack the
capability to extract inductances, particularly inductances of
superconducting structures. As a result, special extensiofs 1!
have been added to Cadence Diva at SUNY Stony Brook
and the University of Rochester. Stony Brook extensiongyrs / /
employ Lmeter to extract inductor values, while the Rochester
extensions use a simplified approach based on computing the
number of squares constituting an inductor and multiplying it T
by an average inductance per square. The number of SQUAares. . reference ‘\‘\

P

il

[

constituting corners, tees, and vias are adjusted according t0 point checkpoints
the scaling factors used for resistances.
LVS comparison using Xic is limited to checking for correct MAX_DELAY_VARIATION = x

circuit connectivity. An additional interface from RSFQ, Inc._. _ . . L

. . . . ig. 4. MALT: Generating pass—fail criteria  for asynchronous
permits calculating values of inductances using Lmeter. TE uits. Positions of checkpoints are determined on the basis of
authors are not aware of any other tool currently being caNtAX_DELAY_VARIATION, which determines the distance between
brated to permit LVS verification of superconducting circuité??cﬂ checkpoint and a nominal position of an SFQ pulse at the output

. . . of the circuit.

As a result,Cadenceand Xic are the primary candidates for
layout tools for the design of SDE circuits, with Cadence
primarily being used by universities and large companies aRd Schematic Editors

Xic aimed at smaller industrial research groups. Schematic editors are usually associated with circuit simu-
2) University of Rochester ToolsThe Cadence layout tool jators or layout tools. This function is provided at Rochester
package was adapted at Rochester in 1994 due to its superigithe Cadence Composer. Customizing this editor for RSFQ
over the previously employed Magic and L-Edit and its relgpgic requires the design of a library of symbols for the basic
tively low educational price for the entire toolset. This was th&)mponents of RSFQ circuits such as Josephson junctions,
beginning of an effort to create an integrated environment f{guctors, resistors, and voltage and current sources. One of
the design of large-scale RSFQ circuits. The Cadence toolged unique features of this schematic editor is the capability to
includes other tools such as a library manager, schematigsort and import data in Electronic Design Interchange For-
editor, two logic simulators, and an interface to various circuat (EDIF) [55], which is the standard textual notation used

simulators, thereby providing an excellent framework for & transfer schematics among various design environments.
integrated design environment.

Initially, technology files for the Hypres fabrication process ]
were developed to permit usir@adence Virtuosas a layout E- Inductance Estimator
editor for superconducting circuits. These technology files 1) Survey of Existing ToolsThere are a variety of tools for
have since been extended to enable DRC and ERC us#dimating the inductance of superconducting structures, as
Cadence Divabased on the Hypres design rules [34]. Fishown in Table IV. These tools include both commercially
nally, parameter extraction and LVS verification based mwvailable packages, such as Maxwell and Sonnet em, as well
Cadence Diva were also added and extensively testedai public domain tools such as Fast Henry and Lmeter.
1996 [21]. The primary distinction between these inductance estimators

Two features of the extraction and LVS capabilities arng the type of algorithm used. Three-dimensional (3-D) meth-
worth mentioning. First, the precision of the parameter exds are in principle more accurate, but are typically quite slow.
traction is: 1% for junction areas, 2% for shunt and bigBvo-dimensional methods introduce some computational in-
resistors, and 10% for significant inductors. Secondly, atcuracies but are significantly faster than the 3-D methods.
significant inductors in the physical layout must be markebhere also exist simple programs, such slise based on
before extraction using a special dummy layer. This addegproximate 2-D analytical formulas [56]. These primitive
information prevents extracting parasitic inductances not apols can only be used for estimating the inductances of simple
pearing in the schematic, which would make the comparisamicrostrip lines.
with an original schematic unsuccessful. The user must specifyin 1996, a survey regarding the accuracy of existing tools
which parasitic inductances to extract, and these inductanées inductance estimation was initiated [57]. The results of
are introduced manually into the circuit schematic. The dumntlyis survey were published on the web and are summarized
layer is also necessary due to the relative inaccuracy iof Table V. The survey solicitation letter [57] specifies the
the extraction procedure for small inductances. For typicgeometry of seven common structures, which roughly comply
parasitic inductances, the extraction error may easily excegith the Hypres design rules [34]. The results submitted by
50%. No components other than inductors require a dummgrious researchers use ten different methods and programs.
layer. The 3-D programs, Fast Henry [58], Sonnet em [59], and

These extensions to the Cadence layout tools are availablaxwell [60], are in close agreement. For microstrip lines, the
in the public domain. Future plans include increasing thesults obtained using these programs differ from each other
accuracy of the inductance extraction procedure. by no more thant1%,; for three other structures, two corners
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TABLE IV
FEATURES OF EXISTING INDUCTANCE ESTIMATORS AND EXTRACTORS
Sline Lmeter ML Fast Henry Sonnet em Maxwell Icalc
2.08 3D, 2D
Vendor Whiteley SUNY Stony M. Khapacv Whiteley Sonnet Software Ansoft Corp. U. of Rochester
Research Inc. Brook Research Inc. Inc.
Author S. Whiteley P. Bunyk, M. Khapaev S. Whiteley B. Guan, P. Rott,
S. Rylov D.K. Brock,
M.J. Feldman
Method 2D, analytical quasi-2D 3D 3D 3D-planar 3D table look-up
based on 3D
precomputations
Computation time
Microstrip seconds seconds 5-10 min" 5-10 min” seconds’ ~ 5 min 2D)" instantenous
Corner, Tee N/A seconds 5-10 min 15-20 min® seconds® ~ 10 min (3D)"* instantenous
Via N/A seconds 5-10 min’ 1-2 hrs” seconds’ ~ 10 min (3D)? instantenous
Irregular N/A 1-2 min 5-10 min 7 ~15-20 min ~30min 3D)” N/A
Structure
Input format
interactively CIF file SIF file 3D-mash graphical view or | graphical view + | structure type +
provided (text file) GDSII + interactively inductance
parameters interactively provided dimensions
provided parameters
parameters
Documentation
Manuals self-explanatory + - + + + self-explanatory
Articles [18] [64], [65] - [59] {60] (58]

! PC Pentium-166, 32 bit MS DOS extender
2 Sun Sparc IPX

* HP7000, 128 MB RAM

* Sun Sparc20

and one via, the difference is no more th&0.02 pH; and microstrip lines are then found by linear interpolation. The
for one more structure, “via with spreading,” the differenceame procedure is repeated for different dimensions of corners,
does not exceed 0.04 pH. The difference between these restgles, and vias. All precomputed results have been collected
is substantial for only one structure, the crossover. Thig a look-up table, and a graphical user interface (GUI) tool
inconsistency is possibly due to a difference in interpretinigalc has been developed to access this table. Icalc determines
the structure description. the dimensions of a structure corresponding to the value of an
Lmeter [18] provides less accurate results, including a 5#ductor as well as a value of an inductance for a particular
difference in the inductance of microstrip lines; less than ostructure.
pH difference for the corners and the via; and less than 0.2 pHicalc unlike Lmeter cannot be used to automatically extract
difference for “via with spreading” compared to the averag@ductance values from a geometric layout. The only automatic
results generated by the 3-D programs. Lmeter estimatighguctance extraction procedure currently implemented in the
should be sufficiently accurate for most applications, arf@ochester design environment is based on calculating the
the program can be further calibrated on the basis of 3/pymber of squares of a structure and multiplying the number
simulations or test measurements based on a broad sanfl§quares by an average inductance per square for a given
of experimental data. Several other inductance estimatifmbination of layers. Because of the inaccuracy involved in
programs are described in [61]-[65]. this procedure, small_e_rrorKQ.O%) may remain unrgported.
Despite its inaccuracies,meteris the most widely used N the authors’ opinion, the designer's errors introduced
tool to estimate inductance. Its primary advantages are hiffhinductances during layout editing are rare, and therefore
speed and the ability to accept a description of the inductarfP€!l effect on a final design is less critical than that of
structure in the form of a standard CIF file which is generatdd Systematic errors introduced to all circuit inductors by
by most layout editors. Most 3-D programs are much SIOWﬁsmg a less accurate 2-D algorithm to calculate the inductor

and only one, Sonnet em, accepts the standard GDSII gnensions.
generated by many layout editors. Interfaces for Cadence o
Virtuoso and Xic have been written to extract inductances afid Logic Simulator

provide an LVS comparison based on Lmeter. 1) Survey of Existing ToolsThe capabilities and advan-
2) University of Rochester ToolsThe method used attages of using logic level simulation in the design of large
Rochester to estimate and layout inductances combines H®FQ circuits was first identified by Krasniewski [19]. From
high accuracy of 3-D methods with instant access [58]. Fas92 to 1993 he developed at the University of Rochester
Henry is used to precompute values of inductances for meslibrary of RSFQ cells based on Design Works, a standard
typical widths and a large range of lengths of microstripw-cost semiconductor logic simulator. As Design Works
lines, for three basic combinations of layers in the Hypretoes not support behavioral models of gates in a HDL, RSFQ
fabrication process. The inductances of intermediate lengtélls are modeled using an equivalent schematic description.
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TABLE V
RESULTS OF THEINDUCTANCE STRUCTURE RODEO. (&) ABSOLUTE RESULTS AND (b) RELATIVE ERRORS WITH REGARD TO THE MOST LIKELY ANSWER
Source Method #1 pstrip #2 ustrip #3 corner | #4 corner #5 #6 via #7 via w.
(low L) (high L) (low L) (high L) Crossover spreading
comments per 10 pum | per 10 pm wrt #1 wrt #2 wrt #2 wrt #1 wrt #1
M. Feldman estimated, 0.77 1.54 0.215 0.26 ~0.30
from Chang
[56]
J. Zmuidzinas analytic 0.72 1.60
S. Whiteley SLINE 0.79 1.665
S. Whiteley Fast Henry 0.755 1.59
2.08
P. Rott Fast Henry 0.77 1.62 0.20 0.24 0.38 0.305 -0.17
2.08
P. Rott Fast Henry 0.21 0.23 0.35 0.28 -0.22
2.0
T. Kerr Sonnet em 0.76 1.63 0.20 0.22 -0.15 0.31 -0.19
J.Du Maxwell 0.76 1.595 0.215 0.21 0.22 0.295 -0.25
N. Dubash Lmeter 0.725 1.525 0.19 0.235 0.16 0.49 -0.14
M. Khapaev ML gp 0.73 1.93 0.19 0.23 0.12 0.31 -0.10
most likely (eyeball the 0.76 1.61 0.21 0.23 ?? 0.30 -0.21
answer above)
@
Source Method #1 ustrip #2 ustrip #3 corner | #4 corner #5 #6 via #7 via w.
(low L) (high L) (low L) (high L) crossover spreading
comments per 10 pm | per 10 pm wrt #1 wrt #2 wrt #2 wrt #1 wrt #1
M. Feldman estimated, + 1% -4% 0 +0.03 0
from Chang
{561
J. Zmuidzinas analytic - 5% -1%
S. Whiteley SLINE + 4% + 3%
S. Whiteley Fast Henry - 1% - 1%
2.0S
P. Rott Fast Henry + 1% +1% -0.01 +0.01 0 +0.04
2.08
P. Rott Fast Henry 0 0 -0.02 -0.01
2.0
T. Kerr Sonnet em 0% +1% -0.01 -0.01 +0.01 +0.02
J.Du Maxwell 0% - 1% 0 -0.02 0 - 0.04
N. Dubash Lmeter - 5% -5% -0.02 0 +0.19 +0.07
M. Khapaev ML gp -5% +20 % -0.02 0 + 0.01 +0.11
(b)
0SA - TIMING VIOLATION DlETECTOR
- _lag
[ Cin P
i { V. VS,
0SB ~
BS
—Jme —0 G-
GLR 9+° R %11 -VIOLATION CHECKER
1
THe G
cin P
A RD>— 1 T B9
I 1 1) -| > a
P resull| ="
FUNCTIONAL ZERO-DELAY MODEL OUTPUT DELAY

Fig. 5. URSULA: Equivalent schematic description of the confluence buffer composed of standard semiconductor gates.

The approach is to create a circuit consisting of classicahy hold and setup time constraints. A regular SFQ pulse is
semiconductor gates that would duplicate the behavior ofrgpresented by a short rectangular pulse with a logic value
given RSFQ cell, as shown in Fig. 5. The circuit consists 8bne.” A rectangular pulse with a logic value “unknown” is
two main parts, one part responsible for implementing a logienerated at the output when a violation of a timing constraint
function and the second part for checking for violations afccurs in the circuit, as shown in Fig. 6.
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Fig. 6. HDL: Verilog-XL simulation of an RSFQ half-addesum= a ¢ b, carry = a - b. Shaded pulses at thmimand carry output in the fourth clock
cycle depict the violation of the minimum separation time between the pulses at the inpatsb in the previous clock cycle.

clock period initial delay _ B
relative positions of pulses
\ / within clock cycle
VCLK 1 cp 100 30 /

VA 2 s 0 1 1 2(0.4,0.8)
VB 3 s 1 0 1 1(0.6)
VCLR 4 A 170 420

\

absolute positions
of pulses in time
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Fig. 7. SIG: (a) input sequences described using simplified notation for perigdigalsynchronoug ), and asynchronousd) signals; (b) corresponding
input waveforms.

The system consisting of the library of RSFQ gates angerilog and VHDL libraries are currently available in the
Design Works is the University of Rochester SUperconductimiblic domain.
Logic Analyzer (URSULA) and was used successfully during Two other groups are creating libraries of behavioral models
the design of a digital filter [12]. The system was fullyof RSFQ gates. The SUNY Stony Brook group is designing
functional and offered sufficient modeling accuracy. Its maia library in VHDL using Cadence Leapfrog VHDL as the

disadvantages include: primary logic simulator. A specific feature of these models, in
« difficulty in creating models for new gates; contrast to the Rochester models, is the use of bias-dependent
« difficulty of transferring the cell library to other logic delays [66]. The University of llmenau group is designing a
simulators; library in VHDL, using Powerview for logic simulation and

« limitations imposed by Design Works and the MacIntoskldo for mixed analog-digital simulation [22]. Both of these
operating system on the size of the simulated circuit. libraries are currently under development and are at present
A library of RSFQ cells was developed in Verilog HDL innot available in the public domain.
1995 [20] and in VHDL in 1997. To the authors’ knowledge, 2) University of Rochester Toolsvery High Speed Inte-
these libraries constitute the first fully functional, accurate, aglated Circuit Hardware Description Language) (VHDL) and
extensible solution for the logic simulation of RSFQ circuitsverilog HDL are both standard HDL formats in common use
These models can be transferred to a variety of standaeday [67]-[70]. VHDL became the IEEE standard in 1987;
semiconductor-based simulation environments. Both of thegerilog in 1995. The entire top-down design process of most
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Fig. 9. TAN: Calculating the setup time for a DRO cell using TAN: (a)
25 definition of input sequences for CLK an® inputs using SIG notation;
—W 5-0-0-0-0-0-P4— voltage-based pulses followed by a letter “S” change their position during the search for the
delay setup time; pulses followed by “H” change their position during the search
20 for the hold time; pulses followed by “V” change their position during both

searches; (b) timing waveforms correspond to nominal positions of data pulses;
(c) timing waveforms for the last position d? pulses before the setup time

15 4 violation; and (d) timing waveforms for the first position &f pulses after
setup time violation.

10 -]

The behavioral models of RSFQ cells have been imple-
mented at Rochester in both languages. Initially, Verilog HDL
threshold/x was chosen due to its relative simplicity, flexibility, and wide-
S L am ot owoeomomog O spread use in the semiconductor industry. The development
© of libraries in VHDL soon followed, .motivated. by the fact
Fig. 8. TAN: Phase-based definition of timing parameters: (a) o eraltithat many government sponsored projects require or .pl’.efer the
ofgt.he. AND éate in voltage domain and a volgzage-based définitior? of tli&e of VHDL. BOth_IanguageS are well supported WIt_hII’] _the
clock-to-output delay; (b) operation of the AND gate in the phase domafaadence toolsetyerilog-XL can be used to simulate circuits
and a phase-based definition of the clock-to-output delay; and (c) dependefiegscribed in Verilog, and_eapfrog-VHDL can be used to
]t()rfortserptr:)a;i-.based delay on the choice of the phase threshold in the ragde late circuits composed of VHDL models. Many other
simulators support the use of one or both of these HDL
current large-scale and very large-scaaniconductodigital formats. These tools include Veriwell used by Hypres and Eldo
circuits is based on one of these HDL formats [71]-[73psed at the University of limenau.
HDL's are employed to describe the behavior and structureThe Rochester models describe the behavior of RSFQ
of the circuit at all design levels for the purpose of functionalircuits in a manneindependent of the internal structucd
simulation and automated logic synthesis [74], [75]. an RSFQ cell. The only implementation specific information

0
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included in the model are the values of the timing parameters:

the delay, the hold time, the setup time, and the minimum clock cycle
separation time [19], [35], [36]. These parameters can be easilgLK /
changed without understanding the details of the model. The position of the data pulse

values of the timing parameters are extracted using circuid -~

simulation. This procedure, if performed manually using a propagation delay

circuit simulator, is both cumbersome and time-consumingouT
particularly for extracting the hold and setup times. Therefore,
a special program, the timing parameter extractor, TAN, has
been developed at Rochester to simplify this calculation. TAN 25
is described in detail in Section 111-G2 and is available in the>4
public domain. < 5
Both the Verilog and VHDL models developed at Rochesteg;_,’ - ]
permit two modes of operation. In one mode, the delays ané®
other timing parameters are set to their nominal values. In thé
second mode, the timing parameters are set to the randgm
values chosen according to a Gaussian distribution whic
corresponds to variations in the fabrication process. This mode
can be used for Monte Carlo analysis of large-scale RSF@ 5
circuits in order to verify the robustness of the timing schem&
and the interconnect delays. 0

DRO

15

10

20 0 20 40 60 80 100 120
G. Extensions to Existing Tools Developed POSITION OF THE DATA PULSE

at the University of Rochester Fig. 10. TAN: Determining the dependence between the propagation delay

Additional special purpose tools developed at Rochestaé}d the position of the input pulse within a clock cycle for the DRO cell.
are described below. The authors are unaware of any similar
tools developed by other groups. The first two tools havsf all SFQ pulses in time. In superconducting circuits, the SFQ
been designed to extend certain features of a circuit simulatpulse corresponds to a Josephson junction rapidly increasing
Although these tools are aimed specifically at extending tlite phase by2~. In TAN, the position of the pulse is defined as
capabilities of JSpice3, they might be adapted to work withe moment when the phase equals3tg/’2. Since all of the
other circuit simulators. No other circuit simulator containming parameters depend upon the relative difference between
similar options. the positions of two pulses rather than the absolute position of
1) SIG: SIG is a preprocessor for JSpice3 that convertsaasingle pulse, the choice of ti3er/2 point rather then some
description of an input sequence in a custom notation intopgher specification is immaterial (see Fig. 8).
standard Spice notation. Input signals can be defined to be on€alculating the hold and setup times for a synchronous

of the following [see Fig. 7(a)]: SFQ cell requires asequenceof Spice simulations where
« periodical signals (such as a clock signal) described usitite relative separation of the data pulse from the clock
a period and an initial delay; pulse is varied. TAN uses hinary search algorithmto do

< synchronous signals described using a sequence of zetos. The user specifies a data pulse position giving correct
and ones (such as an input to an RSFQ clocked gate)tircuit operation and a second data position giving incorrect
« asynchronous signals described as a sequence of pogitsuit operation. Then each iteration of the binary search
in time (such as an input to an RSFQ nonclocked gateghooses the next position of the data pulse in the middle
SIG converts each input sequence into a Spice piecewlgiween two previously analyzed positions, and the circuit is
linear (pwl) notation with each pulse represented by a triangf@€simulated and its function is verified. Based on this result,
with an area integrated over time equal to the fundamental fithe respective boundary of the analyzed interval changes to
of the magnetic field, as shown in Fig. 7(b). This trianguldhe middle position, decreasing the interval by a factor of two.
waveform, provided at the input of a multiple-stage JTL linéAfter several iterations the interval becomes smaller than the
generates a sequence of appropriately spaced SFQ pulses.r8iired precision of the binary search, and its middle position
is fully compatible with MALT and TAN and generates allis returned as a final result. Timing waveforms corresponding
relevant input files required by these programs. to two final positions of the input pulses obtained using the
2) TAN: The Timing ANalyzer (TAN) is a tool for calcu- binary search for the setup time of the destructive read-out
lating the timing parameters of a basic RSFQ gate, such as (PRO) cell are shown in Fig. 9. The input test stimuli must
propagation delay, the hold time, and the setup time as wk# carefully chosen to represent an exhaustive test sequence.
as for estimating the standard deviation of these parametergn addition to computing nominal values of all timing
as a function of variations in the fabrication process. TAlarameters, TAN also permits computing the propagation
analyzes the output from JSpice3 and replaces this output wdslay as a function of the position of the data pulse within the
a sequence of numbers representing the approximate positiolegk cycle, as shown in Fig. 10. An additional capability is
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TAN: Calculation of the dependence between the propagation delay and values of four normalized basic global parameters of the Hypres

estimating the delay deviations due to process variations. Tdeta paths. The program is applicable to lafgdy syn-
following four independent global parameters are assumeddaronousRSFQ circuits with all interconnections among cells
have the primary influence on the timing parameters of tltemposed of standard JTL's and splitters.

SFQ cells: the global inductandg, the global resistanc&,

The following assumptions have been made.

the junction critical current density with the global bias current 1) The interconnect delays in the clock and data paths for

adjusted proportionally/s, and the global junction area with
the global bias current adjusted proportionally [35], [76].

a given pair of cells are correlated and change propor-
tionally as a function of the global process parameter

The delays of the SFQ gates in the multiparameter region
determined by the process variations can be approximated a®)

3)
delaxlorm = aLLnorm + aR/Rnorm + (0% 43 anorm

+ aAbAbnorm + o (1)

whereX, ..., denotes the value of the parameimnormalized
to its nominal valueX, .y, i.€., Xporm = X/Xnpom- TO

variations.

The effects of local parameter variations are neglected.

No correlations are assumed between:

a) the delays of the interconnected cells;

b) the delays of the cells and interconnections;

c) the delays of the cells and their respective hold,
setup, and minimum separation times.

determine the values of thalpha coefficientsyy, - - - avsy, in

The program solves a set of inequalities for each pair of

(1), TAN calculates the cell delays as a function of each mterconnected cells in order to minimize the clock period

the four global parameters as shown in Fig. 11. The valu
of the coefficients are each found independently using le&t
squares regression. The standard deviation for the dela)f)

then computed as

Tdelayorm

2

— 2 2 2 2 2 2 2
= \/ AL Loem T RO R T AT T T X% a0

norm

()

norm

d maximize any timing violation margins in the presence
timing parameter variations, as shown in Fig. 12. This
Eimization strategy is based on results presented in [77]
and [36] and extended to consider limitations imposed by the
minimum separation time between two input data pulses.

The output of the program includes:

1) the maximum clock frequency;

2) the number of standard JTL stages that must be added

to the clock and data paths;
3) a specification of the most critical data paths;

3) CNET: A special custom software program, CNET, has 4) timing violation margins defined as the minimum possi-

been developed for determining the optimal interconnect de-
lays within the clock distribution network and the individual

ble interval between the data pulse and the point where
the timing constraint violation appears (see Fig. 12).
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TABLE VI
SURVEY OF BAsiC TOOLSETS USED BY THE ACADEMIC AND INDUSTRIAL SDE RESEARCH GROUPS
Groups Layout tool Circuit simulator Optimizer Inductance Logic simulator
estimator
Universities
SUNY Stony Cadence Virtuoso & PSCAN COWBOY Lmeter Leapfrog VHDL
Brook Diva
U. of Rochester Cadence Virtuoso & JSpice3 MALT Icalc, Fast Henry Verilog XL,
Diva Leapfrog VHDL
UC Berkeley Xic, Magic HSpice, Jspice3, HSpice Maxwell 2D, 3D —_—
1Sim
U. of Ilmenau Magic, LASI, Eldo XOPT MFB, SCIM Eldo/Powerview
(Germany) Autocad
U. of Karlsruhe | Cadence Virtuoso & Spice 3f4 ABAK Sonnet em Verilog-XL
(Germany) Diva
Goverment Agencies and Institutes
DERA (UK) | L-Edit | jsim_n riry I Lmeter [ Lard
Companies
TRW Cadence Virtuoso & JSpice3 MALT Fast Henry, Leapfrog VHDL
Diva 1IE3D
ETL (Japan) 77 PSCAN COWBOY Lmeter —
Northrop- Xic, Magic PSCAN, COWBOY, Lmeter —
Grumman WRSpice MALT
Hypres Xic PSCAN, COWBOY, Lmeter Veriwell
WRSpice MALT
Conductus Kic, Autocad WinS, WinS, Lmeter —
JSpice3 MALT
Tox IV. FUTURE TooOLS
, | Existing RSFQ CAD tools permit the development of small—
CLK (R0 Vio{‘;’t}g;’r';‘;gm to medium-scale circuits but do not offer any support for the
design of large-scale and very large-scale circuits.
DATA1 /MQ(\ _setup ti The following more advanced CAD tools remain to be
violation mar,
/)QQQ(\' . developed.
|
DATA2 . .
— — A. Timing Optimizer
t.hold. max t.setup.max

Fig. 12. CNET: Definition of the timing violation margins in the presenc A tlm!ng optimizeris necessary to permit the Imerconr-]eCt-
of variations in the fabrication process. %Ielays in the clock ar_1d the data paths of a large C|rf:U|t
to be optimally determined. The optimum clock scheduling
_ ) . __procedure is particularly complicated because active com-
All outputs are obtained under the assumption that the t'm”g%nents such as Josephson Transmission Lines (JTL's) are
parameters in the circuit remain within & 3ange from their used to implement interconnect delays. The delays of these
nominal values. interconnects are comparable in magnitude to the delays of
logic gates. A timing optimizer must also consider a variety
H. Toolsets of clocking schemes and clock distribution network topolo-
Due to the increasing complexity of RSFQ circuits, it hagies developed specifically for RSFQ logic [36], [78]—[80].
become clear that an integrated design environment is needettlitional challenges for timing in the RSFQ technology
to assure adequate efficiency of the design process. Severalude exceptionally high operating frequency and relatively
such environments are presented in Table VI. large manufacturing induced parameter variations. The beta
The most complete integrated design environments arersion of such an optimizer, called CNET, with limited
based on the following tools for layout editing and circuitapabilities and applicable to synchronous circuits only, has
simulation: been developed at the University of Rochester and is described

1) Cadence and Jspice3; in Section I1I-G3.

2) Cadence and PSCAN;

3) Xic and WRSpice.
The first environment has been calibrated at the UniversityAn automated logic synthesizereeds to be developed
of Rochester and independently at TRW. The second desgpecifically for RSFQ logic, in order to deal with the com-
environment has been developed at SUNY Stony Broofletely different suite of basic gates, which does not include
and the third environment has been developed by Whitelelementary combinational gates (all RSFQ gates are clocked).
Research, Inc. and adopted by Hypres, Inc. and Northrophe synthesis process would preferably include the clock
Grumman. signal distribution. Additionally, the complexity of basic gates

B. Automated Logic Synthesizer
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differ in RSFQ technology; therefore, some gates may beNew trends can be observed in the development of circuit
preferred over others, according to criteria which differ froraimulators. First, new types of analyzes targeted at supporting

semiconductor logic. the design of superconducting digital and mixed-signal circuits
have recently become available. These include Monte Carlo
C. Automated Layout Synthesizer analysis, noise simulation [42], [43], error-rate simulation

The development of amutomated layout synthesizéor [83], and circuit animation [46]. Capabilities for mixed-mode

RSFQ logic is particularly challenging, in light of the uses!m.ulatlon are bemg adqed _to suppor'F th? ‘?'es'gn of ""?fge
of active components for interconnects. Such interconne igital and mixed-signal circuits. More circuit simulators will
have large delays and occupy a significant area on the ¢ come closely integrated with the timing optimizers despite

Therefore, any straightforward placement and routing sche rse optimizers being initially developed as stand-alone tools.
is likely to lead to multiple violations of timing constraints. As Together with the growing |mpor'§a?ce of logic slmuli:tlor_], It

a result, a layout synthesizer for RSFQ logic must be integratlgﬁs ecome nellcgsza.ry tr? el;(trsct n olrmat(ljorll a fOl;]t the timing
with the timing optimizer, and both invoked iteratively until S22ramMeters included in the behavioral models of the gates. In
near optimum solution is determined. the authors’ opinion, this function of timing analyzers (such as

Without the development of these prospective tools, Tfa‘li\l) Vr‘:'" need to b? mco_rp(_)rat_ed m;[o theh cwcwtdswrr:u_lat(()jrs.
is difficult to imagine further progress toward very large- urther progress in optimization algorithms and their adap-

. . o tion to superconducting digital circuits can be expected. It
scale RSFQ technology, particularly its application to general” , X ) X
purpose computing. is likely that in the future, the figures of merit used during

optimization will be extended to include both maximum circuit
yield and optimum timing parameters. This will allow the
V. TRENDS IN THE DEVELOPMENT . N .
maximum intrinsic speed of a gate to be achieved once the
AND Use orF SDE CAD TooLs . L
gate is optimized.

Presently, no consensus exists regarding which particularaithough sophisticated tools for layout editing and veri-
SDE CAD tool is preferable at any stage of the design procefigation of semiconductor circuits have been calibrated for
Certain features of existing tools often complement each othgfiperconducting electronics, the price limits their use to uni-
An experience with using a certain tool and the time necessatsities (which benefit from substantial educational discounts)
to learn a new tool often outweigh advantages of switching #hd large companies. The authors expect that inexpensive
a new more advanced tool. As a result, even within the sam®|s targeted at superconducting electronics will become
company or university group, two or more tools of the sam@ailable and widespread among small-sized and medium-
kind are used simultaneously by various designers and ev&yed companies. These tools will possess most of the features
by the same person. No strong attempt to standardize togistheir expensive counterparts, including reliable extraction
within the same institution has been observed. of connectivity and all component values and full LVS ver-

The use of various tools may be advantageous in termsigation.
exposing the designer to new experiences. However, it alsgaccurate and fast inductance extractors are yet to be de-
has the disadvantage of making it more difficult to exchang@loped. These tools need to use a standard layout view
designs when a close cooperation among designers from #ethe circuit, either CIF or GDSII, as an input format.
same or cooperating institutions is required. This effect may lifese tools should also combine the speed of existing 2-D
reduced bystandardizing data formatdf the same standard inductance extractors while providing the accuracy of existing
data format can be used to store the information describigeh inductance estimators.
the circuit at each stage of the design process, then the datginally, complete integrated design environments, with a
may be more easily exported from one tool and imported &raightforward design flow, supporting coherent and transfer-

another tool. able design information and simplifying the use of standard
The following standard formats have been developed gl libraries remain to be developed.

facilitate the exchange of data among varieasniconductor

CAD tools:
e CIF (CalTech Intermediate Form) [81], [82] and GDS II ACKNOWLEDGMENT
(Calma GDS Il Stream Format) [82] at the layout level; The authors would like to thank all participants of the SDE
* EDIF at the schematic level [55]; CAD tools survey, in particular, S. Whiteley, P. Dresselhaus,

* Verilog HDL and VHDL at the behavioral level [67], [68]. D. zinoviev, S. Polonsky, S. Kaplunenko, M. Jeffery, Z. Du,
The vast majority of existing layout tools used for the desigR. Koch, M. Biehl, H. Toepfer, J. Satchell, and P. Shevchenko,
of superconducting circuits support both CIF and GDSIliwho shared with the authors their knowledge and experiences
Tools for logic level simulation, adapted for RSFQ logicregarding various tools they have developed, calibrated, or
such as Verilog XL, Leapfrog VHDL, Veriwell, and Eldo,worked with. The authors appreciate the help and feedback
also allow the transfer of behavioral models. Unfortunatelihey received from all participants of the working group on
most schematic editors in use today do not support the reliaRlBE CAD tools during the Workshop on Superconductive
export and import of schematics using EDIF. The authors hopéectronics: Devices, Circuits & Systems in Winter Park,
that this capability will be included in the new versions o0 in September 1997. The authors are also grateful for
schematic editors. valuable comments to the manuscript from Prof. K. Likharev,
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H. Toepfer, and T. Harnisch. Special thanks belong also to our
collaborators A. Herr, N. Vukovic, D. Brock, C.-H. Cheah, B,
Guan, C. Mancini, and P. Rott, who participated in the desid??]
of the Rochester SDE CAD tools, devoted their time to debug
these tools, used these tools for the first time, and gave the
authors the feedback necessary to improve the capabilities["lﬁ'11
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