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Abstract. In this article, we introduce the approach to the realization
of ontogenetic development and fault tolerance that will be implemented
in the POEtic tissue, a novel reconfigurable digital circuit dedicated to
the realization of bio-inspired systems.
The modelization in electronic hardware of the developmental process
of multi-cellular biological organisms is an approach that could become
extremely useful in the implementation of highly complex systems, where
concepts such as self-organization and fault tolerance are key issues.
The concepts presented in this article represent an attempt at finding a
useful set of mechanisms to allow the implementation in digital hardware
of a bio-inspired developmental process with a reasonable overhead.

1 Introduction

The POEtic tissue is a self-contained digital integrated circuit aimed at the
implementation of bio-inspired systems being developed in the framework of
a new three-year research project, called “Reconfigurable POEtic Tissue” or
“POEtic” for short (see the project’s website at http://www.poetictissue.org
for more details), recently started under the aegis of the Information Society
Technologies (IST) program of the European Community, involving the Swiss
Federal Institute of Technology in Lausanne (EPFL, Switzerland), the University
of York (England), the Technical University of Catalunya (UPC, Spain), the
University of Glasgow (Scotland), and the University of Lausanne (Switzerland).

POEtic tissues are designed to implement a vast range of bio-inspired sys-
tems, covering all the major axes of research in the domain (Phylogenesis, On-
togenesis, and Epigenesis) [7, 16, 17, 19, 20]. In this article, we will present the
approaches we have selected to realize one of the three biological models that
inspire circuit design: ontogenesis, that is, the development and growth of multi-
cellular organisms, along with the fault tolerance that such structures imply.

In the next section, we will introduce the main features and the global archi-
tecture of POEtic systems as developed in our project, with particular emphasis
on those aspects that are directly involved in the ontogenetic axis. We will then
examine in some detail the two main areas of research currently under study for
this part of the project, namely development and fault tolerance, and present
our solutions for their implementation in silicon.



2 POEtic Hardware

As the general features of POEtic systems have been detailed elsewhere [19, 20],
in this section we will concentrate on those aspects of the architecture most
relevant to the topics of the article, i.e., ontogenetic development and fault tol-
erance.

POEtic systems draw inspiration from the multi-cellular structure of complex
biological organisms. As in biology, at the heart of our systems is a hierarchical
structure (Fig. 1) ranging from the molecular to the population levels. In par-
ticular, the subjects of this article relate mainly to the cellular and organismic
levels, with a brief foray into the molecular level for fault tolerance.
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Fig. 1. The organizational layers of an electronic organism.

It is important to note, in this context, that the only hardware (and hence
fixed) level of the POEtic systems is the molecular level, implemented as a novel
digital FPGA. All other levels are configurations for this FPGA, and thus can
be seen as configware, that is, entities that can be structurally programmed by
the user. As a consequence, most of the mechanisms described in this article,
and notably ontogenetic development and cellular fault tolerance, can be altered
(or removed) to fit a particular application or a novel research approach.

The current (being configware, it could be modified in the future as new
solutions are researched) architecture of the POEtic cells is described in Fig.
2. It consists of three logical layers (physically, of course, the three layers are
“flattened” onto the molecular FPGA), each with a specific function within
the domain of bio-inspired systems. In this article, we shall concentrate on the
mapping layer, as, together with the differentiation table, it is the layer directly
concerned by the ontogenetic development of our machines (fault tolerance, as
we shall see, is involved in the system at all levels).
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Fig. 2. The three logical layers of an electronic cell, mapped on the molecular tissue.
The use of a programmable circuit allows the layers to be adapted to each application.

To illustrate with a practical example the structure of POEtic circuits, we
shall use a very simple application: a timer (Fig. 3) capable of counting minutes
and seconds. This architecture has the twin advantage of being conceptually very
simple and of being easily broken down into a cellular structure.

The first step in the design of a POEtic application is in fact to identify
a logical division into cells. For this example, the division is obvious: tens of
minutes, units of minutes, tens of seconds, units of seconds, which incidentally
also correspond to the four outputs of the system (while the only input is the 1Hz
synchronization clock). In general, the difficulty of this step depends of course
on the application, and is probably the main criterion to determine whether an
application is amenable to being implemented in a POEtic circuit.

Next, it is necessary to identify, on the basis of the cellular structure of the
application, the operators or functions required by the cells of the system. For
the timer, a minimum of two operators is required: a counter by six (for the
tens of seconds and minutes) and a counter by ten (for the units of seconds and
minutes). In addition, the communication pattern of the cells must also be fixed:
for the timer of Fig. 3, the output of the counters is sent to the north, while the
synchronization signals are sent out to the west.
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Fig. 3. Cellular implementation of a simple four-digit timer.



At this stage, the architecture of the cells can be defined. This step implies
essentially a design choice to decide where to place the complexity of the system.
In fact, in a typical example of hardware/software co-design, the complexity
can reside in the genome and in its interpreter, Embryonics-style [11], or in the
phenotype. For example, in the case of the timer, the first approach would require
a genome implemented by a structured program, used to control a simple 4-bit
register in the phenotype. Or, in the second approach, the genome could well be
reduced to a single number, used as a parameter for a programmable counter in
the phenotype layer. Probably a more efficient solution in this case, this second
approach would practically eliminate the requirement for an interpreter of the
genome, and shift all the (in this case limited) complexity to the phenotype
layer.

Of course, the set of operators represents only part of the genetic information
of the organism, the rest being made up by the differentiation table used to assign
operators to the cells in the system. The definition of a mechanism to implement
differentiation in a POEtic system is the subject of the next section.

3 Development in the POEtic Tissue

The modelization in electronic hardware of the developmental process of multi-
cellular biological organisms is a challenging task, for reasons that should be
obvious: on one hand, the sheer complexity of even the simplest multi-cellular
biological organisms is orders of magnitude beyond the current capability of
electronic circuits, and on the other hand the development of such organisms
implies, if not the creation, at least the transformation of matter in ways that
cannot yet be realized in digital or analog hardware.

And yet these same considerations make such a process extremely interesting
for hardware design: a developmental approach could well provide a solution,
via the concept of self-organization, to the design of electronic circuits of a
complexity beyond current layout techniques, and introduce into electronics at
least some of the astounding fault tolerance of multi-cellular organisms, while an
approximation of the growth process of biological entities could be an invaluable
tool to introduce adaptability and versatility to the world of electronics.

Setting aside, for the moment, the concept of fault tolerance, in this section
we will describe two different approaches to the twin mechanisms of cellular
division and cellular differentiation, mechanisms at the basis of biological devel-
opment.

This section will introduce two solutions to the implementation of the second
mechanism: cellular differentiation, that is, the mechanism that allows a cell to
determine its function within the organism (in other words, the architecture of
the mapping layer of our cell). As far as cellular division is concerned, we are
currently working on the development of some algorithms allowing our circuit to
implement a rough approximation of this mechanism (see the “Implementation
Issues” subsection for more details).



3.1 Coordinate-Based Development

Probably the simplest approach to cellular differentiation in an architecture such
as that of the POEtic circuits is to assign to each cell in the system a unique
coordinate (in fact, for two-dimensional structures, a set of [X,Y] coordinates).
The cell can then determine its function by selecting an operator depending on
its (unique) coordinates. This is the approach used in the Embryonics project,
and has been described in much detail elsewhere [11, 18].

Applied to the timer example (Fig. 4), this approach would require three
different kinds of functional cell (count by 6, count by 10, and pass-through),
and the timer can be realized by four cells (out of the 15 that could fit in the
circuit in this example). The computation of the coordinates is quite simple,
implemented by incrementing the coordinate in each cell. It is then trivial to
define a differentiation table to assign an operator to each set of coordinates.
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Fig. 4. A possible layout for the timer in a coordinate-based development system. In
this system, the position of each cell in the array is determined at design time.

It might be worthwhile to mention that in the Embryonics approach the
complexity of the system resides mostly in the genome, implemented as an exe-
cutable program. As a result of this design choice, the interpreter for the genome
is the most complex part of the cell, while the phenotype layer is limited to a sin-
gle register plus some rudimentary connection network. The POEtic approach,
insofar as a coordinate-based development is concerned, will investigate a wide
range of tradeoffs between the complexity of the genome and the complexity of
the phenotype, as described above for the timer example.

3.2 Gradient-Based Development

The coordinate-based approach described above has a number of advantages, and
notably its simplicity on the one hand, and the fact that it has been extensively
used and tested in the Embryonics project over many years on the other. In a
way, as long as the systems to be implemented are completely pre-determined
(i.e., as long as the entire development of the organism is fully specified in the
genome, as is the case, for example, of the caenorhabditis elegans [15]), it is also
the most efficient and complete, and in fact any other approach can be reduced
to a coordinate-based approach during development.



However, the growth and development of complex multi-cellular organisms
in nature is influenced by the environment from the earliest stages. While a
problem from the point of view of an electronic implementation, this feature
can lead to extremely interesting systems capable of adapting to environments
unknown at design time.

In order to illustrate how such adaptation could be applied to digital cir-
cuits, we shall exploit, for clarity’s sake, the same example used above for the
coordinate-based approach, that is, the timer. It should be noted, however, that
such a simplistic example is far from the ideal candidate for an approach designed
to address the issue of adaptation: a much more interesting field of application
are neural networks, systems that are inherently capable of exploiting rich in-
teractions with the environment.

To come back to the simple example of the 4-digit timer, let us then assume
that the circuit has to operate in an a priori unknown environment. The envi-
ronment of a timer is, of course, extremely limited, and could be seen, in the
most complex case, as consisting of one input port for the operating frequency
of the timer, and of four output ports for the four digits. An unknown envi-
ronment could then be an environment where the exact position of these input
and output ports is not known at design time (once again, this is an extremely
unlikely scenario in the design of a timer, but makes much more sense from the
point of view of, for example, the control of a robot). A coordinate-based system
is not capable of handling such a changing environment, since coordinates are
defined as a function of the position of the cells within the circuit, independently
of the external conditions. A more versatile approach is then required, capable
of assigning a function to a cell depending not only on the internal configuration
of the circuit, but also of the environment in which the circuit operates. Again
drawing inspiration from biology, our choice has fallen on an approach based on
the protein gradients that direct the development of organisms in nature.

The concept of protein gradients has been examined in detail in many publi-
cations, for biological [4, 14] as well as electronic [5, 6, 9] organisms. Essentially,
a gradient-based system consists of a set of diffusers that release a given protein
into the system. The concentration of the protein in the system is highest at
the diffuser, and decreases with the distance. Cells are assigned a functionality
depending on the proteins’ concentration, and hence on the distance from the
proteins’ diffusers, implementing a cellular differentiation based on their position
relative to the diffusers rather than on their coordinates within the system.

For the timer example, we can consider that each of the five I/O ports men-
tioned above is a diffuser for a different kind of protein (again, we chose this
solution for the sake of clarity, as in reality there is a tradeoff between the num-
ber of different proteins and the complexity of the mapping circuit). It is then
relatively simple to design a cell that selects its function depending on the con-
centration of the appropriate protein. For example (Fig. 5), a simple algorithm
could place the timer so that the rightmost cell is contiguous to the input port for
the operating frequency and use the other cells in the circuit to create paths from
the four cells to the four output ports, following the corresponding gradients.
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Fig. 5. Two possible layouts for the timer in a gradient-based development system. The
position of each cell in the array is determined by the system during configuration.

Even in such a simplistic example, the versatility of a gradient-based system
should be obvious. This kind of approach can also exploit the other axes of bio-
inspiration to increase the adaptability of multi-cellular systems (aside from the
obvious interest for adaptive systems such as neural networks, evolution can be
used, for example, to define the position within the system of some emitters,
allowing the genome to partially direct the development of the organism).

3.3 Implementation Issues

We are actively pursuing research on both of the developmental approaches
described above. As we mentioned, for systems that can be completely defined in
the genome at design time, a coordinate-based system would be more efficient.
On the other hand, for adaptive systems where the environments influences
development, a gradient-based approach provides a much more versatile tool.

In parallel, we are also investigating more complex, richer mappings between
the genotype and the phenotype. The Embryonics approach, for example, re-
quires a rigid one-to-one mapping from coordinates to function. A much more
interesting approach exploits the possibility of using partially-defined differen-
tiation tables that are accessed not through a one-to-one mapping, but rather
through more complex algorithms (e.g., by computing the Hamming distance
between the coordinates or the protein concentrations and the table entries).

The use of partially-defined differentiation tables, coupled with the possibility
of environment-directed development (e.g., through protein diffusers), also opens
the possibility of mechanisms that approximate the growth process in biological
organisms. If the organism’s structure is only partially defined in the genome,
and if the environment is used to define the cells’ function, then an informational
(rather than physical, as in nature) growth process can be realized.



4 Fault Tolerance in the POEtic Tissue

Even if the complexity of digital hardware remains orders of magnitude behind
that of the more developed biological organisms, some of the issues that nature
had to confront during the millions of years required for the evolution of such
organisms are gaining interest for electronics. For example, as we mentioned
earlier, silicon might well be replaced, in a not-so-distant future,by molecular-size
components with densities beyond what could be handled through current layout
techniques. Among the many challenges represented by such novel hardware,
one in particular stands out: these incredibly small components will never be
“perfect”. In other words, circuits will inevitably contain faulty elements.

Nature, faced with this problem, has developed extremely efficient solutions.
Fault tolerance is definitely one domain where nature is vastly more advanced
that electronics, and one of our goals is to draw inspiration from biological heal-
ing and repair mechanisms to achieve stronger fault tolerance in digital hardware.

From a “practical” standpoint, it is important to note that fault tolerance
implies in fact two different processes: self-test, to detect that a fault has occurred
within the circuit, and self-repair, to somehow allow the circuit to keep operating
in the presence of one or more faults. The two processes are in fact very distinct,
both conceptually and in practice. In particular, self-test implies that the circuit
be capable of detecting incorrect operation and, since the fault will eventually
have to be neutralized, the exact site where the incorrect operation occurs. Self-
repair, on the other hand, implies that all parts of the circuit must be replaceable,
physically or at least logically, via some sort of reconfiguration.

There exist, for both processes, many “conventional” approaches [1, 10, 12],
but no really efficient off-the-shelf solution. Drawing once again inspiration from
nature, where “fault tolerance” is achieved through not one, but a set of mecha-
nisms ranging from molecular repair to complex organism-level immune systems,
we are developing a hierarchical approach to fault tolerance, spanning all the lev-
els (Fig. 1) of our POEtic systems.

4.1 Molecular-Level Fault Tolerance

Molecular-level fault tolerance is probably the most sensitive area of our hierar-
chical approach, as the molecules (and hence their test and repair mechanisms)
represent the hardware of our system, and thus will necessarily have to be fixed
at design time (rather than being modifiable by configware as the other layers).

However, the hardware layer of the POEtic tissue has not yet been fully
designed (it represents the main research effort under way at the moment within
the project) and, by their nature, logic level test and repair mechanisms require
a completed layout to be efficiently implemented.

In general, the fault tolerance mechanisms implemented for the POEtic tissue
will bear a loose resemblance to those used for Embryonics designs [11, 18], at
least in that they will rely on a hybrid approach mixing mechanisms such as
duplication (a mechanism found in nature in the DNA’s double helix and in its
error-correcting processes) and memory testing [10].



4.2 Cellular-Level Fault Tolerance

The coarser grain of cells with respect to molecules can be exploited to introduce
more complex test and repair patterns. Fault tolerance at the processor level
(cells can be viewed, for testing purposes, as small processing units) is usually
implemented through techniques radically different from the logic level, and more
complex reconfiguration patterns can be realized by exploiting the development
approaches implemented in the POEtic circuits.

For example, testing at the processor level can take advantage of the presence
of multi-bit busses to test the correct operation of the machine through tech-
niques such as parity-checking. As far as self-repair is concerned, reconfiguration
mechanisms can exploit the features of the POEtic architecture to simplify the
rearrangement of tasks within the array: the presence of the full genome in each
cell, coupled with the developmental mechanism that assigns the function to the
cells depending on local conditions, can for example allow a relatively simple
implementation of on-line self-repair via reconfiguration (Fig. 6).
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Fig. 6. Self-repair through reconfiguration in a coordinate-based system. As each cell is
totipotent, reconfiguration consists simply of a re-computation of the cells’ coordinates.

Of course, it should also be noted that many of the systems that POEtic
architectures are meant for, and notably neural networks, are inherently fault
tolerant at the cellular level: the death of a neuron within the system will force
the learning algorithms to automatically avoid the faulty neuron and to find a
solution that can perform the desired computational task in a reduced network.

4.3 Organismic-Level Fault Tolerance

A simplistic vision of organismic-level fault tolerance consists of exploiting the
developmental approach of POEtic systems to create multiple redundant copies
of an organism during configuration. This approach, used in the Embryonics
systems [11], introduces improved fault tolerance through a simple comparison
of the outputs of multiple identical circuits (the biological analogy would reside
in the survival of a population even if individuals die).

This form of fault-tolerance, while relatively simple to realize (through cycles
in the coordinates, as in Fig. 7, or by using multiple diffusers of the same kind
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in a gradient-based system), requires material outside of the POEtic circuits to
identify (and possibly kill) faulty organisms.

A more interesting approach (and one of the research axes of the POEtic
project) tries to exploit mechanisms inspired by biological immune systems [2,
3]. In higher organisms, these systems rely on a multi-layered, distributed ap-
proach that is robust and capable of identifying numerous pathogens and other
causes of illness, and is undoubtedly an interesting source of inspiration for the
development of reliability mechanisms in silicon.

The approach relies on a negative selection algorithm [8] coupled with a
more “conventional” mechanism that could be based on roving self-test areas
(STAR) [1]. In practice, the approach merges a fixed testing mechanism (the
innate part of the immune system) with a learning negative selection mechanism
(the acquired part), working at a system or subsystem level to monitor the state
of the circuit and identify and kill cells that develop faults at runtime.

4.4 Implementation Issues

The final goal of the mechanisms we introduced is to illustrate how a hierarchical
approach to fault tolerance, along the same general lines as the one present in
complex biological organisms, is a very efficient solution from the point of view of
assuring the correct operation of the circuit in the presence of faults. By adopting
a hierarchy of mechanisms, we can exploit the best features of each level of our
systems, and thus limit the overhead required to obtain an “acceptable” level of
reliability for the system as a whole.

In reality, the only relevant overhead generated by introducing fault tolerance
in our POEtic circuits resides in the molecular level: since all other levels are
implemented in configware, reliability (and its associated overhead) becomes an
option, and can be removed should fault tolerance not be a priority.

The important implementation issues for fault tolerance thus concern essen-
tially the test and repair mechanisms at the molecular level. As we mentioned,
however, the design of the molecule is currently under way, and all the important
parameters required to introduce reliability to the molecular FPGA (connection
network, degree of homogeneity, configuration mechanism, etc.) have yet to be
fixed. A complete description of the implementation of fault tolerance in the
POEtic tissue will thus be the subject of a future article.



5 Conclusions

The concepts presented in this article represent an attempt at finding a useful
set of mechanisms to allow the implementation in digital hardware of a bio-
inspired developmental process with a reasonable overhead. The modelization
of multi-cellular organisms in silicon is an approach that could soon become
extremely useful for the realization of highly complex systems, where concepts
such as self-organization and fault tolerance are becoming key issues.

Much of our effort is currently focused on finding an adequate approach to
implement development in the POEtic tissue. We are examining processes that
are at the same time efficient from the point of view of the required hardware
resources and scalable across one or even multiple chips. Notably, we hope to
develop a mechanism versatile enough to allow on-line addition of new chips (that
is, the user will be able to add new hardware to the system without disrupting its
operation), thus achieving something closer to the physical growth of biological
organisms.

The two developmental models described in this article fit remarkably well
our requirements (scalability, robustness, efficiency, etc.), and complement each
other remarkably well: the coordinate-based approach is most efficient for “con-
ventional” systems where the layout of the circuit is known in advance, while
the gradient-based approach provides an increased versatility invaluable for the
realization of adaptive systems such as neural networks. Moreover, the architec-
ture of our POEtic machines places the developmental mechanism where it can
be modified by configware, allowing in the future the implementation of different
approaches.

It is definitely too soon to draw any conclusions on the topic of fault tolerance
in the POEtic tissue: until the hardware layer is fixed, the application of self-test
and self-repair techniques is impossible. One aspect that is already apparent,
however, is that our research is focusing on a hierarchical set of mechanisms
meant to work together to achieve a level of reliability that would not be possible
for a single mechanism.

Finally, we wish to reiterate the reconfigurable aspects of the architecture we
described: the molecular tissue is meant to be a universal tissue for the imple-
mentation of bio-inspired systems. The architectures and mechanisms described
in this article represent only some of the ideas that will be pursued in the POEtic
project. The circuit, once developed, will be made publicly available and should
prove a useful tool for research in the domain beyond the participants to the
project.
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