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ABSTRACT 
The performance of the Support Vector Machine(SVM) 81- 
gorilhni is highly dcpcndcnt on the choice of the kerncl 
function suited to the problem at hand. In a Support Vector 
Machine algorithm feature selection is implicitly performed 
by kemcl function. On the othcr hand, feature selection is 
the most important stage in any texture classification algo- 
rithm. In this work, the performance of SVM is improved by 
choosing an optimized space-frequency (SFR) kernel func- 
tion. The proposed method is evaluated in a two-texture and 
multi-texture problems. The results are compared with the 
original SVM and othcr recently published texture classi- 
fication methods. The comparison shows a significant im- 
provement in error rates. Improvement of more than 40% 
in compare with original SVM and about 60% in compare 
with logical operaton (LO) and wavelet co-occumncc fea- 
tures (WCOF) are obtained. 

1. INTRODUCTION 

Texture classification is motivated by the wide range of dif- 
ferent industrial and medical applications. In [ l ]  texture 
features were used for object recognition in industrial envi- 
ronments. A defect detection in textured materials was pro- 
posed in [2] by using texture analysis. Texture features and 
maximum likclihood classifier were used by Horng el al. 
[3] to classify ultrasonic liver images into three category of 
normal liver, liver hepatitis and cirrhosis. Texture analysis 
were used in [41 to detect microfocal lesions in ultrasound 
liver images. Gurcan et al. [51 used higher order statisti- 
cal texture features for detection of microcalcifications in 
mammograms. A computer aided diagnosis (CAD) system 
for automatic abnormalities detection in chest radiographs 
was introduced in [6] using local texture analysis. 

Texture classification algorithms are generally include 
two crucial steps: 1) feature extraction 2) classification. In 
feature extraction stage, a set of features are sought that can 
be efficiently computed and represent discriminative infor- 
mation about the textural characteristics. In the next stage, 
a classification paradigm is constructed to distinguish be- 

Bayesian classifier is known as optimal classifier, but calcu- 
lation of underlying probability distribution of the problem 
under study is not practically possible. Spccially in the ah- 
scncc of adequate numhcr ol'training samples. In this work, 
SVM is used and i t  is proven lo outperform other classifi- 
cation methods [7]. Superiority of SVM originates kom its 
ability to generalize in high dimensional spaces, such as the 
space which is spanned by texture patterns. The general- 
ization ability of SVM is based on its profound relation to 
the underlying statistical learning theory. In SVM, instead 
of minimizing an objective function hased on the training 
samples ( such as mean square error), i t  is attempted to mini- 
mize a hound on gcneralimtion error (i.e., the error made by 
the learning machine on test data not used during training). 
Therefore, an SVM tends to perform well when applied to 
data outside the training set. SVM achieves this advantage 
by focusing on the training examples that are most difficult 
to classify. These "borderline" training examples are called 
support vectom. 

Unlike other texture classification methods, SVM based 
method dose not necessarily incorporate any external fea- 
ture extraction method. Kim e l  al. [8] showed the effective- 
ness of SVM in texture classification problem. In fact, in an 
SVM, feature extraction is implicitly performed by a kernel 
function, which is defined as the dot product of two mapped 
pattems. The main focus of this paper is to utilize a new 
optimized kemel function and investigate the effectiveness 
of deploying external features. 

In scction two the SVM is reviewed. In section three 
the selection of optimized SFR is discussed. In section four 
and five experimental results and discussion are presented 
respectively. 

2. SUPPORT VECTOR MACHINE 

Let vector x E x denotes a pattem to be classified, and 
scalar d denotes its class label d E {fl}. In addition, let 
ON = {(x<,&),Z = 1 , 2 ,  ..., N }  denote a given set o f  N 
training examples. The problem is how to construct a clas- 
sifier [i.e., a decision function f (xll that can correctly clas- . . ,~ 

tween texture features correspondent to different texture classes. sify an input pattem that is not necessarily from the training 
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set. On the assumption of linearly separable case,there exist 
a linear function of the form 

f(x) = WTX + b ( 1 )  

Such that f (xi)  2 0 for di = +1, and f(xi) < 0 for 
di = -1. In other words, training examples are separated 
by the hyper-plane f(x) = wTx + b = 0. 

For a given training set, while there may exists many 
hyper-plane that separate the two classes, the SVM classifier 
is based on the hyper-plane that maximizes the separating 
margin between the two classes. 

In practice, input patterns (x of dimension nro) are 
unlikely to be linearly separable. Thus, slack variables, de- 
noted by E i ,  are introduced to relax the separability con- 
strains. Also, according to the Cover's theorem [9] on 
the scparahility of pattems, a set of non-linear transforms 
{*;(X)}Y~~ is sought to transfer input pattems into feature 
space of dimension in , .  Then, the hyperplane acting as de- 
cision surface is: 

n, . 

where { u ~ j } ; : ~  denotes a set of linear weights connecting 
the feature space to output space, and b is the bias. It can 
be shown that finding optimal hyper-plane in (Z), is equal to 
minimizing the cost function [IO]: 

N 

WTW + C & 
i = l  

(3) 

are slack variables and C is user defined. A large C cor- 
responds to assigning a higher penalty to the training errors. 
Given the training samples as the constrains 
which must be satisfied are: 

di(wT*(xi)+b) 2 1-& f m  i = 1 , 2 ,  ..., N (4) 
This constrained optimization problem is solved using the 
Lagrange multiplier. The Lagrangian function is constructed 
as: 

N N 

where the nonnegative variables cyi are called Lagrange mul- 
tipliers. Practically Lagrange multipliers are solved from 
dual form of (3), which is expressed as: 

Subject to: 

N 
0 5 a , < C  for  2 = 1 , 2  ,._., N ,  c a , d , = O  (7) 

i=l 

Then, the non-linear SVM classifier is obtained m: 
N 

f ( ~ )  = C a i d , K ( x i , x )  + b  (8) 

K(x,,xz) = *(xI)~*(x , )  (9) 

t = I  

where the function K(. ,  .) is defined as: 

K is referred as kernel function. 
Most of the training examples in a typical prohlem are 

correctly classified by the trained classifier ,i.e., only a few 
training examples will he support vectors ( borderline sam- 
ples and incorrectly classified samples). For simplicity, let 
s ., of ,  j = 1 , 2 ,  ..., N,, denotes these support vectors and 
their corresponding nonnxo Lagrange multipliers respec- 
tively. The decision function in (X) can he simplilicd as: 

J J  

N, 

f ( z )  = n;dJK(s,,x) + 6 (10) 
;=1 

As i t  can he seen in (6) and (IO),  The nonlinear mapping 
a(.) never appears explicitly in either duel form of SVM 
training problem or  thc resulting decision function. The 
mapping *(.) only enters the problem implicitly through 
the kernel function K(. ,  .), thus i t  is only necessary to de- 
fine K(., .) which implicitly defines *(.). Our proposed 
kernel function is presented in the next section. 

3. SFR KERNEL FOR TEXTURE 
CLASSIFICATION 

The performance of SVM classifier is strictly dependent on 
the choice of a SVM Kcrncl k(., .) suited to the problem at 
hand. In this work, we choose k(., .) based on an approach 
similar to the non-stationary signal classification algorithm 
introduced in [ I  11. Assume that Cohen's group SFR rep- 
resentation of pattern x(n) is shown by C,(n, ) parame- 
terized by its SFR kernel 4. Where is discrete frequency. 
Given two pattems x(n) and x (n) the Gaussian radial basis 
function kernel of SVM becomes: 

(1  1) 
Many parametric SI% kernel (+)have been proposed in 

literature, and an efficient choice is the family of radially 
Gaussian kernels, defined in the ambiguity plane as: 

Where p and + are the polar coordinates. and the con- 
tour function is: 

P,"== 

C(P) = ao + C [ap cos(2pp) + bp sin(2pip)l (13) 
p=1 

1522 



The SFR kernel parameters are then a"', a, and b,, with 

In optimization procedure, we consider Or. and 01. to 
be subsets orapproximately equal size obtained by randomly 
partitioning training set ON in two parts, each containing 
elements from both classes. There are T+1 samples i n  01. 
labelled + I .  and T-1 samples labelled - 1 .  Also, There are 
L+1 samples in OL labelled +I .  and L - ,  samples labelled 
- I .  In order to optimally obtain 0, an optimization criterion 
P(O I ON) is introduced which is minimized with respect to 
0 via a standard optimization procedure. For a given train- 
ing set ON and given kemel parameters 6'. P(O 1 ON) is 
calculated as follows: 

P = 1, . . . ,prrLa2 and 0 = b6, m , h ,  ..., ap, ,,,, I b,,, ,.., ,cl 

Stcpl) 
Step 2) 

Step3) 

Use the set OL to train the SVM classilicr. 
For each element in  01.. compute the 
decision (unction so,,(.) using ( I  I )  
Compute the empirical mean m + l , n ~ l  
and standard deviation s + ,  ~ s-1 of 

Compute the criterion introduced in [ I  I ] :  

S:'! and f-, ( C l  

Step 4) 

when 

steps one to four are repeated R times with different 
subsets OL and OT. and the final criterion P(O I ON) is 
obtained as the average of P(O OT,  OL)  over all the sub- 
sets tested. When the optimal 0 = arg mine P(0 I ON) is 
obtained, the classifier is trained over full leaming set ON 
using the optimal SFR kemel. 

4. RESULTS 

4.1. Comparison with Original SVM method 

The optimized SVM (OSVM) has been compared with orig- 
inal SVM by classifying texture samples(Fig. I )  selected 
from Brodatz [I21 and VisTex [I31 database. Classifiers 
were trained by randomly selected windowed subimages 
that were not included in the test images. Approximately 1.7 
percent of available input pattems were used during training 
phase. The original SVM shows the optimal classification 
rate at window size 17 x 17. Classification error rates are 
presented in table 1 for different window sizes of texture 
samples. The error rate of the proposed method is 44% bet- 
ter than the original SVM on average. 

(c) (d) 

Fig. 1. a) D4,D84 from Brodatz h)U4, DY, DIY, U57 lrom 
Hrodatz c)Fabric07, Fabric09, Lcaves03, Misc02, Sand02 
from VisTex d) segmentation results for image in (c) 

Table 1.  Error rates (percent) for multitexture problem. 

Fig1.a Fig I .b Fig1.c 

4.2. Comparison with other methods 

The proposed method was compared with two recently pub- 
lished texture classification methods, Logical Operators(L0) 
[ 141 and wavelet co-occurrence features (WCOF) method 
[15]. Results are listed in table 2. In the first expcriment 
the proposed OSVM shows an average error rate of 6% 
which is 65% better than LO method. In the second ex- 
periment OSVM is compared with WCOF. The error rate of 
OSVM(3%) is 62% better than WCOF(8%). 

5. CONCLUSION AND FUTURE WORK 

This paper described an improvement on SVM classifica- 
tion method for the purpose of texture classification by in- 
troducing a SFR kernel. The proposed kernel creates a fea- 
ture space with more chance of separability at lower dimen- 
sion. The excellent performance on different textures where 
achieved. It was shown that the proposed method outper- 
forms other recently published methods. Since the SVM 
is originally introduced for the case of two-class problems, 
it cm he an ideal solution for several medical application 
where detection of abnormal tissues from normal tissues are 
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Table 2. Comparison of corrcct classification rate for each 
individual texture in two different multi-texture classifica- 
tion problcm 

I 7 texture from Brodatz I 7 texture from VisTex I 
I 

Texture I LO I OSVM I Texture 
D15 I 89 I 89 I Bark.06 I 89 

I WCOF I OSVM 

desired. In general, authors are looking into the applications 
of the proposed method in medical imaging in specifically 
in breast cancer dctcction. 
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