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Abstract

We present efficient algorithms for the bi-decomposition of arbitrary incompletely specified functions in variable-valued logic. Several special cases are discussed. The algorithms are especially applicable for Data Mining applications, because, in contrast to the general multi-valued approaches to function decomposition that decompose to arbitrary tables, we create a network from multi-valued two-input operators that are selected by the user. Such decompositions lead to decision rules that are easier to understand by humans.

1 Introduction

Simple Functional Decompositions.

Simple disjoint decompositions $F = H(G(B), A)$ have been used for FPGA synthesis [13], synthesis for layout-driven logic synthesis, Machine Learning and Data Mining [9, 10, 11, 6, 18, 19]. Larger block $F$ of logic is split to smaller blocks $G$ and $H$, and next blocks $G$ and/or $H$ are recursively split to smaller and smaller blocks, until they become non-decomposable, or until they can be directly realized with some other means (such as in a single PLA block of a CPLD). Set $B$ of variables is called the bound set, and set $A$ is called the set of free variables. In binary decomposition the output of function $G$ is encoded as a binary vector of functions $G_i(B)$. In multi-valued decomposition the output of function $G$ is a multi-valued variable. In disjoint decomposition sets $A$ and $B$ have no common elements. Efficient methods to represent functions in decomposition have been recently created: BDD-Encoded Labeled Rough Partitions [6], and BDD-Encoded Multi-Valued Decision Diagrams [5], but, for the simplification of presentation, in this paper we will use Knaps to illustrate our concepts. The decomposition principle is always to find the solution with the smallest possible complexity. The complexity can correspond to the total size of non-decomposable blocks, the number of blocks, or some other evaluation of the result. This is obvious for FPGA or layout circuit applications, but it holds also for Machine Learning and Data Mining, where a simpler expression, satisfying the Occam Razor Principle, creates a more meaningful solution, and one that minimizes the learning error [4, 14]. Various decompositional approaches, mainly based on Ashenhurst and Curtis decompositions, have been realized in several programs that can handle both binary and multi-valued, completely and incompletely specified functions and relations, [11]. The methods have been also extended to non-disjoint decompositions [9, 10]. Simple non-disjoint decomposition is: $F = H(G(B_1 \cup C), A_1 \cup C)$, where $C$ is the set of shared variables. Thus, sets $A = A_1 \cup C$ and $B = B_1 \cup C$ are non-disjoint.

Decomposition in Multi-Valued Circuit Design.

Turning our attention to multi-valued circuit design, let us first observe that there exist currently very few methods for synthesis of multi-level multi-valued circuits. They include factorization methods, decision diagram based-methods, and decomposition [3, 11]. Recent decomposers can handle data with don’t cares (and multi-valued relations) better than other methods. Two approaches to multi-level multi-valued decomposition are possible. The first approach, Fixed-Multiplicity Decomposition, [3], assumes that all input and output variables, as well as all intermediate variables $G_i$ that are created in the decomposition, have not more than a fixed constant number of values. For instance, they have at most 3 values for decomposition of ternary functions. This number is called the multiplicity index. The advantage of such an approach is that it allows for easier conversion of the tables describing non-decomposable blocks to Multi-Valued Sum of Products (SOP) circuits with some existing MV gates from cell libraries, or with PLA-like function generators. The second approach, Unrestricted-Multiplicity Decomposition, [11], does not assume any constraints on the number of values, and is thus better suited for Data Mining, where the data are naturally of this type because the attributes (input variables) have various sets of values. For instance, variable SEX can have as few as two values, and variable AGE can have as many as 100 values. After the decomposition of this type to tables with variables of
different radii, the symbolic variables are next encoded with $k$-valued signals. The advantage of this approach is sometimes finding a decomposition of a smaller cost, because of a more general decomposition model used. Also, this approach allows to find decompositions that are more general than the Curtis decomposition, but are based on very similar principles [3, 9, 10]. We allow there decompositions with arbitrary values of multiplicity indices, which is in contrast to Curtis decomposition that in binary case requires the number $\mu_i$ of output signals to be smaller than the number $\mu_k$ of input signals to the block. In case of MV decomposition this constraint translates to Ashenhurst decomposition with single $r$-valued signal for the block or to a Curtis-like MV decomposition with $r$-valued signals from the block and less output signals than input signals to the block. Our decompositions (both binary and multi-valued) assume none of these constraints. The disadvantage of both Fixed-Multiplicity and Free-Multiplicity decompositional approaches with respect to the MV factorization and MV decision diagram approaches is that arbitrary MV blocks are created as a result of the decomposition. They are specified by tables with $k$-valued input and $k$-valued output variables. Such tables require that in order to realize the circuit corresponding to this decomposition, the blocks specified by the tables should be next either further optimized using some other MV synthesis tools, or realized as the not necessarily optimized mv-SOP circuits (using MIN, MAX and literals), that directly correspond to the non-decomposable blocks. From the point of view of circuit realizability of blocks, it would be better to decompose the function to only few selected types of blocks (MV gates), described by multi-valued operators that are directly realizable in hardware. For instance, it can be shown that every function is decomposable to MV inverters or window functions, and two-input MIN (minimum) blocks. Such realizations, however, may be very far from the minimum. (The ternary MV inverters add modulo-3 constant 1 or 2 to the value. The window literal is defined as follows: $X^i = 2$ for $X=i$ and 0 otherwise. These types of single-input functions can be easily extended to any number of values and realized in hardware).

**Bi-Decompositions.** Our goal here is to present compositional approaches that decompose to finite number of selected block types, and we will achieve this by the generalization of the bi-decomposition methods introduced originally by Davio and next discussed by many authors: Bochmann [20, 21], Le [22], Steinbach and co-authors [28-30,26], Zakrevskij [36, 37, 38], and Sasao/Butler [12]. The bi-decomposition approach for Boolean logic is based on AND, OR and EXOR decompositions. It decomposes hierarchically an arbitrary function to three types of gates: AND, OR and EXOR. Each type of one-level decomposition, AND-decomposition, OR-decomposition or EXOR-decomposition can be disjoint or non-disjoint. Every function was proved to be decomposable, when non-disjoint decompositions are also allowed [26]. Observe, that generalizing the bi-decomposition approach to multi-valued logic would allow it to become a practical tool for multi-level multi-valued design. Assuming non-disjoint decompositions and availability of negation or window functions plus multi-valued constants, only MIN decompositions would be sufficient (this can be proved by generalizing the proof that NAND and constants is a complete system for binary logic).

In another variant, one would use additionally the MAX gate, which would lead to an MV counterpart of AND/OR/NOT binary logic. Creating such a system is possible and is already included in the approach presented below. The advantage of such approach would be a requirement of having very few standard MV cells. However, it can be observed that the desirable possibility of finding a decomposition with no shared variables or with a small set of shared variables greatly increases with a larger set of operators. Larger set is also a good assumption for Data Mining applications, where many different kinds of relational, mv-logic, arithmetic, and language-based operators are used by knowledge engineers and human experts that create hierarchical rule-based expert systems [17]. The question thus remains, how many gate types would be needed to obtain satisfactory solutions, because too large a number of them would be not practical. Obviously, there should be operators realizing known operators MIN, MAX, MODSUM, AVERAGE, MODULO MULTIPLICATION, TRUNCATED SUM and other. Example of a netlist being a Directed Acyclic Graph of non-disjoint and disjoint single-level bi-decompositions with operators MIN, MODSUM, MAX, GREATER, AVERAGE LOW and DISTANCE is shown in Figure 1.

![Figure 1. Netlist with disjoint and non-disjoint bi-decompositions](image)

It was proven by Shannon [15] that when the number of input variables $n$ grows, the ratio of disjointly decomp-
posible functions decreases to zero. From the practical point of view, however, this result is not particularly restrictive, because:

(1) Real-life functions are usually decomposable, in contrast to randomly generated worst case functions used in mathematical proofs as one from [15]. For instance, for binary functions it was shown experimentally on large benchmark sets and on many types of real-life benchmarks from different application areas that 82% of them were decomposable, while only 1% of random functions were decomposable [14].

(2) We consider non-disjoint decompositions, for which it was proven that every function is decomposable, and practically with only few repeated variables (disjoint decompositions are still preferable). If disjoint decompositions are not possible, we select small sets of shared variables.

(3) Functions with don’t cares are better decomposable: the more don’t cares, the more probable to find a disjoint decomposition. It is well-known that Data Mining functions have extremely high percent of don’t cares. As demonstrated in [11], introducing of shared (the same as repeated) variables has the same effect as dealing with incomplete functions: one repeated binary variable causes creating a new Kmap with half of don’t cares.

Bi-Decompositions for Data Mining.
Let us now turn our attention to a non-disjoint, operator-based, hierarchical decomposition as a new approach to Data Mining. All Machine Learning and Data Mining methods assume Occam Razor principle, which is practically realized by minimizing global cost functions such as Decomposed Function Cardinality (DFC) [11], total multiplicity index (Column Cardinality), or other measures [16]. It was found that there is a very high correlation between the DFC value and the learning error for most of the benchmarks [14, 4].

Another important factor taken into account when evaluating various decomposition structures with blocks is also the "understandability" or "explainability" property of the resultant set of rules (expression, network, circuit) [17, 16]. Thus, between two sets of rules created by a decomposer that have the same DFC cost, the set of rules that is easier to understand by a human expert is better. Often, the human can further improve the rules, and it was shown that systems that combine computer and human knowledge acquisition on these tasks are better than computers or humans alone [17, 16]. Moreover, expert system users, such as medical doctors or lawyers, do not want to use systems that do not provide explanations that would be comprehensible to them. As one experienced data knowledge engineer working with human experts observed: "I have never met a doctor who would use EITHER-OR (EXOR) conjunctive in his reasoning". Thus, the medical doctor will be never satisfied with the diagnosis provided by an expert system based on a totally "black-box" approach (such as an artificial neural net), or even using complex rules with exotic to them operators such as EXOR or MODSUM. In addition, it was observed that in real-life expert systems the functions realized in blocks are in most cases monotonic [17]. Thus monotonic operators should be preferably used in decomposition, or at least given preference during the decomposition choices. Another preference may be to use symmetric operators. Concluding, both in MV circuit design and Data Mining applications, there is a need for a method to synthesize a strongly unspecified multi-valued function with arbitrary numbers of values in variables to the preselected set of simple two-argument operators, leading to solution rules such as one illustrated in Figure 2. The goal of this paper is to introduce an efficient method for finding bi-decompositions of strongly unspecified multi-valued functions, for selected sets of two-input operators.

2 Patterns and Decompositions of Completely Specified Functions

Operators in Ternary Logic.
For simplicity, we will illustrate our approach using ternary logic, but all algorithms can be formulated for arbitrary variable-valued logic using Multivalued Decision Diagrams [5]. Some subset of well-known operators in ternary logic are shown in Figure 3. There are several subsets of them that are functionally com-
complete, with single-input window functions, inversion functions, or with arbitrary universal window functions or literals applied only in the input level (as in MV SOP realizations). Selection of functionally complete subsets is not a topic of this paper because for Data Mining larger sets of operators are better. Operators from Figure 3 are only examples, and the method shown below will lead to solutions, possibly non-optimal, for any functionally complete set of operators. It can be easily proven from the fundamental theorem of MV decomposition [11] that if decompositions $F = \phi(G(B), A)$ and $F = \phi(B, H(A))$ exist with multiplicity indices $\mu_1$ and $\mu_2$, respectively, then decomposition $F = \phi(G(B), H(A))$ exists where gate $\phi$ has its respective inputs with $\mu_1$ and $\mu_2$ values. Thus, there exists a Fixed-Multiplicity Decomposition with $MAX(\mu_1, \mu_2)$ values. For instance, if $\mu_1 = 2$ and $\mu_2 = 3$ then a ternary decomposition of a ternary function $F$ exists.

MIN Decomposition.

To introduce our ideas, we will start with MIN Decompositions of a completely specified function. MIN decomposition has the form:

$$f(X) = MIN(g(A), h(B)).$$

For instance,

$$f(A, B, C, D) = MIN\left(g(A, B), h(C, D)\right).$$

Given is function $f_1(A, B, C, D)$ from Table 1. It can be observed in Table 1 that there are three row patterns and three column patterns. The patterns of rows are:

- Row pattern 000
- Row pattern 001
- Row pattern 011
- Row pattern 012
- Row pattern 020
- Row pattern 021
- Row pattern 100
- Row pattern 110
- Row pattern 111
- Row pattern 112
- Row pattern 120
- Row pattern 121
- Row pattern 200
- Row pattern 201
- Row pattern 210
- Row pattern 211
- Row pattern 220
- Row pattern 221
- Row pattern 222

We say that all rows that have the same pattern are compatible. The patterns of columns are:

- Column pattern 000
- Column pattern 011
- Column pattern 012
- Column pattern 020
- Column pattern 021
- Column pattern 100
- Column pattern 110
- Column pattern 111
- Column pattern 112
- Column pattern 120
- Column pattern 121
- Column pattern 200
- Column pattern 201
- Column pattern 210
- Column pattern 211
- Column pattern 220
- Column pattern 221
- Column pattern 222

Table 2 presents the first stage of finding the MIN decomposition. By labeling all (compatible) rows of zeros by 0, all rows of zeros and ones by 1, and all rows of zeros, ones and 2’s by 2, we obtain the additional column which describes function $h(C, D)$. By labeling all (compatible) columns of zeros by 0, all (compatible) columns of zeros and ones by 1, and all (compatible) columns of zeros, ones and 2’s by 2, we obtain the additional row which describes function $g(A, B)$. From the additional row we can create directly the Kmap of function $g(A, B)$, Figure 4a. By using the permutation operation $(1 \rightarrow 2)$ of exchanging rows 1 and 2 of variable $C$, Figure 4b, we obtain the map of function $h(C, D)$. This is additionally explained in Kmaps from Figure 4c-f. Finally, the entire decomposition of function $f_1$ can be drawn, Figure 4g. Observe that the inverter (the 1-2 permuter) operator in variable $C$ was used. There exist three such permuter operators (1-2, 0-1, and 0-2) for ternary logic.

Concluding, the algorithm to find ternary MIN decomposition can be summarized as follows.

[1.] Find all row patterns.
[2.] If there are more than 3 patterns, exit.
Find all column patterns.
If there are more than 3 patterns, exit.

This method is a generalization of the method from [12]. Let us now explain another possible approach to the same problem, this approach generalizes the method from [26]. Analyze the patterns of rows column-by-column. We find that after removing all repeated columns, there are only three patterns: 000, 012 and 011. Similarly, removing all repeated patterns of rows from patterns of columns above, the remaining patterns are: 000, 012 and 011. The same patterns as before. Thus the decomposition operator from Table 3 was found which is the operator of MIN. Both the above methods will become useful, when it comes to find patterns in cofactors of large bound and free sets for incompletely specified functions.

**MAX Decomposition.**
Given is function $f_2$ from Table 4, with bound and free sets of variables $B = \{A, B\}$ and $A = \{C, D\}$. Following the first procedure above, Table 5, we find the realization from Figure 5 with the same functions $h$ and $g$ as previously. Now, following the second procedure above, but labeling the columns and rows of 0’s, 1’s and 2’s as 0; the columns and rows of 1’s and 2’s as 1; and the columns and rows of 2’s as 2; we found that the reduced pattern table, Table 6, is the table of operator MAX. Analogously, the same solution is found using the second approach which we leave to the Reader.

**MODSUM Decomposition.**

---

**Figure 4. Second stage of MIN decomposition of function $f_1$**

**Table 3. Table of ternary MIN operator for function $f_1$**

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 4. Table for MAX decomposition of ternary function $f_2$**

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 5. Table for functions $h(C, D)$ and $g(A, B)$ for MAX decomposition of ternary function $f_2$. These functions were calculated analogously as in Table 2**

**Table 6. Table of MAX operator**

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 7. Table for MODSUM decomposition of ternary function $f_3$**

**Table 8. Table of ternary MODSUM operator**

**Figure 5. MAX decomposition for function $f_2$**
Given is function $f_3$ from Table 7, with bound set of variables $B = \{A, B\}$ and free set of variables $A = \{C, D\}$. Following the same two procedures as previously, we find that decomposition $f_3 = MODSUM(g(A, B), h(C, D))$, with the same functions $h(C, D)$ and $g(A, B)$ as in the two previous examples, and the reduced pattern table, Table 8 is the table of operator MODSUM.

In this case, one more approach is possible:
1. calculate function $g$: first row of $f_3$: 012120201 $g$.
2. calculate a temporary function
   $$temp = Mod\_diff(f_3(A, B, C, D), g(A, B))$$
3. calculate function $h$: first column of $f$ (constant values in each row are necessary for MODSUM decomposition)

Table 9. Table of function temp for MODSUM

Decomposition of function $f_3$

Functions $g$ and $h$ can be found as previously and the operator table of the decomposition operator is MODSUM, see Table 8.

Composing two-input operators from other operators.

Even if a decomposition with an unknown operator is found using the method of compatible columns, this operator can be still composed from the known operators.

Example: Function $f_3$ from table in Figure 6 cannot be decomposed by MIN(A,B), MAX(A,B) or MODSUM(A,B). But $f_4 = MAX(g, h)$, where functions $g$ and $h$ are as in Figure 6b,c. Thus, $f_4 = MAX(MODSU M(011, 002), MODSU M(002, 011))$ see Figure 6d, where $<011>$ and $<002>$ are universal literals.

Conclusion on these examples.

The above three examples suggest two general procedures for a completely specified function. The first procedure, that we will call the Compatibility Algorithm, is based on labeling arbitrary compatible patterns, calculating multiplicity indices, and next finding tables of functions $F$, $g$ and $h$. This procedure is the same for any two-input decomposing operator, it does not assume any specific operator, and the operator becomes known only when the decomposition is completed. Thus, the user has no possibility to influence the decomposition type. This may lead to an operator that is not one of the selected operators. On the other hand, this method allows for permuting inputs; thus each operator pattern corresponds to one of many possible compositions of two-input and single input operators, so it is efficient. In case of incompletely specified function, the Compatibility Algorithm would require, however, coloring of two large incompatibility graphs; one with nodes for the cofactors of the bound set, and the other one with nodes for the cofactors of the free set [10]. The graphs are large, because we split the set of input variables into two sets of approximately the same size. If for both of these graphs we are able to find coloring with 3 or less colors (multiplicity index 3 or less), the binate decomposition exists. In contrast to the 2-Colorability, which is polynomial and for which we have implemented an efficient algorithm [8], the 3-Colorability Problem is NP-complete. To complicate things more, because the minimal graph coloring is usually not unique, several decompositions can be found, with various decomposition operators. Such coloring-based procedure would be not very efficient, and would not give preferences to the desired decomposition types such as monotonic, or symmetric. The second approach, called Operator Pattern Algorithm, assumes certain type(s) of decomposing operator, and looks for a decomposition only with respect to this operator. It is thus an operator-oriented decomposition. Therefore below, for incomplete functions, we will present a more efficient and comprehensive approach, that will make use of specific properties of the bi-decomposition of multi-
valued incomplete functions, and will combine the ideas from both the algorithms.

3 Decompositions of Incompletely Specified Functions

Number of Decompositions.
In case of a $k$-valued logic and $n$ variables, there are $k^n$ functions. If we combine two of these functions, one for rows and one for columns, we get $k^{2n}$ functions realizable by decomposition. This number is much smaller than the number of all possible functions of $2 \times n$ variables: $k^{2n}$ functions. Taking thus an arbitrary randomly selected function of $n$ variables, we have a probability of $1 - \frac{k^{2n}}{k^n}$ that this function is not decomposable. Thus random complete functions of many variables are very unlikely to be disjoint-decomposable. Recall, however, that an incomplete function of $2n$ variables specified on $K$ cares corresponds to $k^{2n-2k}$ complete functions. Thus taking an arbitrary function with $K$ cares, we have the probability of $(1 - \frac{k^{2n}}{k^n})^{k^{2n-2k}}$ that this function is not decomposable. When $K/k^n$ is small, as in Data Mining where it can be less than 0.01 percent, the probability of finding disjoint decomposition is then quite high, even for random functions. Still, if the disjoint decomposition does not exist, addition of every shared variable improves the chance of finding a decomposition. The procedure, however, may become inefficient, so good methods for finding bound and free sets are needed, as well as a fast algorithm for basic decomposition execution step (because it is repeated very many times).

MIN, MAX and Simple Monotonic Decompositions.

MIN Decomposition of an incompletely specified function is based on the same principles as illustrated in previous sections for complete functions. Simplified algorithm for MIN Decomposition is the following:

1. Find rows and columns with pattern of only 0’s and don’t cares, label respective rows and columns by 0. Remove 0’s from these rows and columns.
2. Find rows and columns with compatible patterns of 1’s and don’t cares, label respective rows and columns by 1. Remove 1’s from these rows and columns. If there is more than one compatible pattern of 0’s and 1’s, exit.
3. Find rows with compatible patterns of 2’s and don’t cares, label respective rows and columns by 2. Remove 2’s from these rows and columns. If some patterns remain, exit.
4. The labeled rows and columns determine the MIN operator pattern.

To understand this algorithm the Reader is advised to apply it to our previous tables from MIN decomposition. Also, try to apply it to the MIN table from Figure 3. Observe that similar algorithm can be created for MAX decomposition, but the order of removals will be not [0,1,2] as for MIN presented above, but [2,1,0]. This can be checked on the MAX table from Figure 3. Similarly it can be checked in Figure 3 that TRUNCATED-PRODUCT operator (TRUNCATED-PRODUCT decomposition) will be found for order $[0,2,1]$, GREATER operator for order $[0,1,0]$, and GREATER-EQUAL operator for order $[1,0,1]$. All such functions, for which the decomposition can be checked by the parametrized variants of the above algorithm with different orders of removals, we will call the Simple Monotonic Functions. Functions for which the removal can be done partially are also good candidates for non-disjoint decompositions, and we call them the Partially Monotonic Functions. In tables from Figure 3, GALOIS-PRODUCT and TRUNCATED-SUM are such functions.

Preprocessing for graph coloring.
Because graph coloring $[8,9,11]$ can be slow, we propose to apply the following algorithm that in many cases removes totally the necessity of coloring, and in other cases reduces significantly the size of the rows and column incompatibility graphs.  

1. Combine all rows that have the same overlapping symbols.
2. Combine all columns that have the same overlapping symbols.
3. Iterate until no rows or columns can be combined.
4. If the size of the resultant matrix is 3 x 3, bi-decomposition is found. The decomposition operator is specified by the matrix. This matrix can have don’t cares, thus specifying various decomposition operators. Moreover, various functions $g$ and $h$ can be created from the traces of the combined (i.e., labeled the same way) rows or columns in the process of combining. If more than 3 rows or columns were found that cannot be combined to 3 patterns, exit.
5. Execute two Graph Colorings for functions $g$ and $h$. For each, if the chromatic number is larger than 3, exit. Otherwise combine in each the nodes colored with the same color creating the operator table.

Example. Given is the table of function $f_6(A, B, C, D)$ from Table 10. By combining rows table 11 is created, and next by combining columns in it, Table 12. Observe that by combining first columns and next rows, Tables 13, 14, another solution is found. Observe in Table 14 the final matrix specifying the ternary decomposition operator. Note, the decomposition is different than in Table 12 because row labels are different. Because of a don’t care in the operator table, it corresponds to three different decomposition operators; with the don’t care replaced with 0, with 1, or with 2. Thus, several solutions may be found, and the one correspond-
ing to the realizable decomposition operator is next chosen.

4 Experimental Results and Conclusions

Table 15 gives results of bi-decomposition of some benchmark functions from POLO directory [4, 11, 16] (Data Mining and Machine Learning). We tried decomposition for the MIN and MAX operator by successive removal of values as described in section 3 for simple monotonic functions. That is, function \( f(x, y, z) = \text{MIN} / \text{MAX}(g(x, y, z), h(x, y, z)) \). The meaning of the columns is: Name = Name of the Benchmark, # In = Number of multi-valued inputs, \( \log2(\text{IN}) = \log2(\text{Product of multiplicity indices of inputs}) \), Out = multiplicity index of output, # GN = number of (multi-valued) inputs of \( g \) for MIN, # HN = number of (multi-valued) inputs of \( h \) for MIN, # GX = number of (multi-valued) inputs of \( g \) for MAX, # HX = number of (multi-valued) inputs of \( h \) for MAX. The dashes mean that there is no decomposition. The total computation time was 10 minutes for all Benchmarks of the table on a 133 MHz Pentium Processor.

We generalized the binary bi-decompositions discussed previously by Steinbach and Sasao/Butler for the case of arbitrary variable-valued logic. Although bi-decomposition is only a special case that can be derived from the general-purpose Ashenhurst/Curtis decomposition, this decomposition is especially important in Knowledge Discovery, Data Mining, and automatic knowledge acquisition applications, because it creates networks that when converted to sets of rules, are easier to understand. Moreover, although every function is disjointly or non-disjointly decomposable this way, the MV bi-decompositions are especially efficient and effective for the case of strongly unspecified functions, characteristic for Data Mining.
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