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Abstract: It is well-known that AND/EXOR circuits are more 
easily testable than AND/OR circuits. Therefore, in this paper, we 
primarily propose to use ANDEXOR realizations for implemen- 
tation of the combinational logic parts of finite state machines. 
Then, we investigate the effect of different state assignments (i.e. 
one-hot, grey-code, etc.) and that of using different types of reg- 
isters (i.e. D-type, JK-type, etc.) on the testability of finite state 
machines. As the basis of our measurements, we considered two 
easily testable AND/MOR realizations; one for M O R  Sum-of- 
Products expressions and the other for Generalized Reed-Muller 
expressions. We make comparisons of these realizations in t e r n  
of area and the number of test patterns as we change the state 
assignment and the type of registers. We also show that 2-level 
AND/EXOR realizations can yield less area than 2-level AND/OR 
realiz.ations in the implementation offinite state machines. 

I. INTRODUCTION 
The problem of designing highly testable finite state machines 

is known to be difficult. Many of the previous solutions suggested 
making the state registers partially/fully controllable and observ- 
able [2,4], or inserting extra scan registers into arbitrary nodes 
in the design [16]. However, these methods require difficult cir- 
cuit modifications and very long pseudo-random test sequences 
for Built-in Self Testing (BET). Furthermore, they usually do not 
guarantee 100% fault coverage for single stuck-at faults. A pos- 
sible solution, not investigated until now, is to use easily testable 
ANDEXOR circuits for the combinational logic (CL) parts of Fi- 
nite State Machines (FSM). 

In general, AND-EXOR logic implementations require fewer 
gates and connections than AND-OR logic implementations. In 
addition, they require fewer test patterns and give a testing time 
complexity of O(n) ,  where n is the number of inputs. The AND- 
EXOR form has been developed into a complete hierarchy of 
Reed-Muller expansions using the Shannon, Positive Davio, Neg- 
ative Davio expansions, and other transformations related to gen- 
eralized forms [13]. Reddy showed that highly testable circuits 
can be realized for the Positive Polarity Reed-Muller (PPRM) ex- 
pression of a function [ 113. However, since a PPRM does not 
allow the complemented forms of input variables in an expres- 
sion, it often yields large expressions. Because of this, researchers 
have investigated other Reed-Muller forms such as Fixed Polarity 
Reed-Muller (FPRM)[ 121, and Generalized Reed-Muller (GRM) 
[14], that allow more flexibility in the expression. These usu- 
ally require fewer product terms, and therefore less area [13]. 
Although it is not a Reed-Muller form, the most flexible (non- 
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restricted) ANDEXOR expression is an EXOR Sum-of-Products 
(ESOP). In most cases an ESOP yields the shortest expression for 
ANDEXOR circuits due to its flexibility. This form has been in- 
vestigated for testability as described in [5,10]. 

Combinational Logic is commonly used for the next-state logic 
and the output-decode logic in a sequential machine. The com- 
plexity of the functions required for each of these is highly depen- 
dent on the bit encoding of the internal states (state assignment) 
and on the type of registers used in the realization. Therefore, 
these two parameters should be taken into account when investi- 
gating the overall testability of a sequential machine. For the work 
described in this paper, we implemented the CL parts for a wide 
variety of state machines with two, easily testable ANDEXOR 
realizations. For each, we then calculated the number of tests and 
the area required for these implementations with different state 
assignments and different types of registers. 

The organization of this paper is as follows. In the next sec- 
tion, the two ANDEXOR realization schemes are given. Section 
3 introduces the technology library referred to in the area measure- 
ments, Section 4 presents the measurement results, and Section 5 
gives our conclusions. 

11. EASILY TESTABLE AND/EXOR REALIZATIONS 
The first CL realization and testing scheme used in this paper 

was proposed for the GRM form by Sasao in [ 141. A GRM does 
not have any restrictions on input variable polarities, so it is the 
most flexible of the Reed-Muller forms. However, it has the limi- 
tation that an expression can have only a single product term con- 
taining a given subset of variables. Sasao's easily testable GRM 
realization is illustrated for the function f = 21$551552 @'22??3 in 
Figure 1. The literal part provides the complements of the input 
variables. The AND part, the EXOR part, and the literal part im- 
plement the GRM expression. The EXOR part is implemented as 
an EXOR tree structure. The check part is designed for testability 
(DFT), and added to detect faults in the literal part and in the pri- 
mary inputs. Overall, this easily testable implementation requires 
one additional input, c, and four additional outputs, 01 - 04. The 
test set proposed in [14] for this realization is dependent on the 
function being realized and is therfore not universal. 

The second CL realization and testing scheme used in this pa- 
per was proposed for ESOPs, the most general, non-restricted 
ANDEXOR expression, by Kalay (et al.) in [5]. For a given 
function, an ESOP expression is always the same or shorter than 
a GRM form. Figure 2 shows the easily testable ESOP realization 
for the function f = 2125 @ 212223 @ 2 2 2 3 2 4  @ &z3%. In 
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Figure 1. Easily testable GRM realization proposed by Sasao [14]. 
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this implementation, the names of the blocks and their functions 
are very similar to those in Sasao’s. The major difference in this 
implementaton is that for improved testability, the EXOR level, 
linearparr, is implemented as a cascade of 2-input EXOR gates 
rather than as a tree of EXOR gates. For the same reason, the 
check part is also implemented as a cascade of EXOR gates. 

Figure 2. Easily testable ESOP realization proposed by Kalay (et 
al.) [5]. 

Table 1 compares the properties of the two implementation 
schemes. In the table, p represents the number of product terms, 
and n represents the number of primary inputs to the CL part. 
Note that the test set for the implementation shown in Figure is 
universal. Also note that this implementation requires a smaller 
number of tests than the implementation shown in Figure 1. 

III. TECHNOLOGY LIBRARY 
A 0.5 micron, array-based library developed by LSI Logic Cor- 

poration was used for synthesis [6]. We limited the number of 
components for our measurements according to Table 2. Refemng 
to this table, all area measurements in this paper were expressed 
in cell units, and the area of interconnections was not included. 
Multiple input EXOR gates were not included in the library be- 
cause both realization schemes use 2-input EXOR gates either in 
a tree or in a cascade structure. Also, for multiple input AND(0R) 
gates, a composite gate that is made out of 2-input AND(0R) 
gates is assumed. The INVERTER gate is used only in the measu- 
ments of AND/OR (SOP) implementations. This is because both 

Table 1. Comparison of two ANDIEXOR realization and testing 
schemes. 

Component I Area (cell units) 
INVERTER I 1 

AND2 I 2 
OR2 I 2 

XOR2 I 3 

Table 2. The technology library used in measurements. 

ANDEXOR realization schemes used in this paper implement an 
INVERTER with a 2-input EXOR gate. 

IV. EXPERIMENTAL RESULTS 
A synthesis tool, SYNTHA [7], was used to synthesize a 

FSM based on three state assignment schemes (1-hot, grey-code, 
and polynomial[8]), and three types of registers (D, JK, and T). 
The benchmark FSM descriptions were selected from LGSynrh93 
benchmark set. SYNTHA accepts a FSM description in kiss for- 
mat and generates a 2-level AND/OR (SOP) expression for the CL 
part of the FSM in blif(ESPRESS0) format. The obtained SOP 
expression was applied to another tool, DISJOINT [3], to obtain 
an equivalent 2-level ANDEXOR expression. To obtain the min- 
imal ESOP expression, this expression was applied to an ESOP 
minimizer, EXORCISM [ 151. Similarly, to obtain the minimal 
GRM expression, the output of DISJOINT was applied to a GRM 
minimizer, CGRMIN [9]. Next, the additional gates required for 
the DET parts of the aforementioned GRM and ESOP realization 
schemes were designed. 

Table 3 gives the number of product terms, the area (function 
and DFT), and the number of tests required for the easily testable 
GRM implementation of the benchmark circuits. Similarly, Ta- 
ble 4 gives the same measurement data for the easily testable 
ESOP implementation of the same benchmark circuits. Each en- 
try in Table 3 and Table 4 is in the a / b ( c ) / d  format, where a, b, c,  
and d are the number of product terms, the area of the functional 
part, the area of the DFT part, and the number of test patterns, 
respectively. Some entries in the table were left blank since the 
minimization tool reached its capacity and quit due to too many 
product terms or too many inputs. 

Our last measurement was performed for the 2-level Sum-of- 
Products (SOP) implementation of the CL part to analyze the 
area differences from the ANDEXOR implementations. TWO- 
level implementations are important for PLDs or EXOR PLDs 
(XPLDs), not only for the total area, but also for the number of 
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product terms and literals that the functional expression yields. 
After the non-minimal SOP expression for the CL part was ob- 
tained from SYNTHA, ESPRESSO [l] was used to obtain the 
minimal SOP expression. It is known that AND/OR realizations 
generally require non-universal deterministic or random test pat- 
terns, which also require fault simulation. In addition, they require 
much longer test sequences than the 2-level ESOP implementa- 
tion proposed by Kalay (et al.) and shown in [5]. Table 5 gives 
the number of product terms and the area for the same benchmark 
circuits used for the ESOP/GRM implementations. Each entry in 
Table 5 is in the a / b  format, where a and b are the number of 
product terms, and the area of the functional part, respectively. 

With three different state assignments and three different types 
of registers applied to nine benchmark functions, 81 different 
functions were analyzed for comparisons. The summaty of the 
observations can be given as follows: 

0 in 78 cases, the ESOP realization scheme yielded less area 
than the GRM realization scheme, and in 5 of them they 
yielded very close areas, 

0 in 26 cases, the ESOP scheme yielded significantly smaller 
area than the GRM scheme, and in 9 of them the GRM 
scheme yielded 3-4 times larger area. 

0 in all cases, the ESOP scheme required much fewer test pat- 
terns. This is because the test set of the GRM scheme is 
not only dependent on the number of inputs but also on the 
number of product terms. Also, the GRM test set is twice as 
much more sensitive to the number of inputs than the ESOP 
test set. 

0 in all cases, the DFT area of the ESOP scheme is about 50% 
of the DFT area of the GRM scheme. 

0 in 40 cases, ESOP realizations yielded fewer product terms 
than the SOP realizations, in 17 of them ESOP yielded less 
area. Also in 18 cases, both realizations yielded the same 
number of product terms. 

0 in general, ANDEXOR implementations yielded less area 
with grey-code encoding and Tor  D type flip-flops, whereas 
AND/OR implementations yielded less area with grey-code 
or polynomial encoding and JK type flip-flops. 

V. CONCLUSIONS 
In this paper, we proposed implementing the combinational 

logic part of a finite state machine with ANDEXOR logic to 
make it more testable. Two easily testable AND/EXOR realiza- 
tions were compared with different state assignment schemes and 
different register types. Three state assignment schemes (1-hot, 
grey-code, and polynomial), and three types of registers (D, JK, 
and T) were considered. The ANDEXOR realizations were com- 
pared in terms of area (in number of cells) and in terms of the 
number of test patterns required for each. Our results show that 
the ESOP realization scheme shown in Figure 2 is far more effi- 
cient than the GRM realization scheme in terms of both area and 
the required number of test patterns for single stuck-at faults. The 
only potential advantage of the GRM scheme is that it may have 
less propagation delay because it uses an EXOR tree instead of 
an EXOR cascade. (For this paper we did not investigate this.) A 

further point demonstrated in this paper was the fact that two-level 
AND/EXOR (ESOP) implementations can require fewer product 
terms and smaller areas than the equivalent two-level AND/OR 
(SOP) implementations. Remember that the ESOP test scheme 
requires a minimal and universal test set, which makes it superior 
for BIST as explained in [5]. 
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Table 3. Measurements on GRM implementations (Number of Product Terms/Functional Area (DFT Area)/Number of Test Patterns). 

Table 4. Measurements on ESOP implementations (Number of Product Terms/Functional Area (DFT Area)/Number of Test Patterns). 

Table 5. Measurements on SOP implementations (Number of Product TermslFunctional Area). 
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