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Abstract—This paper presents a new operation (exorlink) and an algorithm to minimize Exclusive-OR Sum-of-Products expressions (ESOP’s) for multiple valued input, two valued output, incompletely specified functions. Exorlink is a more powerful operation than any other existing one for this problem. Evaluation on benchmark functions is given and it proves the superiority of the program to those known from the literature.

I. INTRODUCTION

IN RECENT years, the interest in the design of logic circuits which use Exclusive-OR (EXOR) gates has increased. Functions realized by such circuits can have fewer gates, fewer connections, and take up less area when realized in VLSI circuits. They can have also fewer cells when realized in Field Programmable Gate Arrays (FPGA’s). Circuits with high EXOR components are also easily testable [6], [12]. Circuits of this type have applications in self-testing schemes, linear machines, arithmetic and communication circuits, encrypting schemes, coding schemes for error control and synchronization, sequence generation for process identification, system testing, etc. It was demonstrated in [17] that on average, the AND-EXOR PLA’s require fewer product terms than the AND-OR PLA’s. Both AND-OR PLA’s and AND-EXOR PLA’s can have input decoders, which lead to the application of multiple-valued logic as a mathematical technique for the minimization of such binary PLA’s. The studies [15], [18] prove that both types of PLA’s with input decoders require smaller area than the PLA’s without input decoders. AND-EXOR PLA’s realize Exclusive-OR Sum-of-Product expressions (ESOP’s). AND-EXOR PLA’s with n-bit (n > 1) input decoders correspond to multiple-valued input ESOP’s (MIESOP’s). In this paper, we focus on the minimization of MIESOP’s. Since a binary valued input is a special case of a multiple-valued input, MIESOP’s are more general than binary valued input ESOP’s. Minimization of ESOP’s is a more difficult problem than that of Sum-of-Product expressions (SOP’s) minimization. So far, exact solutions for ESOP’s can be found only practically for functions with five, or sometimes a few more variables [9], [11], [19]. Therefore, the interest is mainly in approximate solutions. Two approaches to generate suboptimal solutions can be found in the literature. One approach is to minimize some canonical subfamilies of ESOP’s (exact or approximate solutions). Another approach is to minimize ESOP’s using heuristic algorithms. Efficient programs for subfamilies of ESOP’s were given in [1], [4], [7], [21]. Heuristic ESOP minimization programs have been presented in [2], [5], [8], [10], [13], [16], [18], [20]. In these programs, two general methods have been used. One method is to base the minimization on the coefficients of canonical generalizations to Reed–Muller forms [1], [13], [24]. Another method is to perform a set of cube operations iteratively on ESOP’s (starting from minterms, disjoint cubes, ESOP’s, Reed–Muller forms, or other representations). Fleisher et al. [5] presented an algorithm which starts from positive Reed–Muller forms and performs three cube operations iteratively. Hellwell and Perkowski [8] introduced new cube operations, “primary xlink” and “secondary xlink,” and presented an algorithm based on these operations. The algorithm from [8] was next improved in [10], and also extended for the case of logic with multiple-valued inputs. A new cube operation, “unlink,” has also been added. The unlink operation was efficiently implemented in [20]. A few more cube operations were also included in an independent realization by Sasao [16], [18]. So far, this approach has achieved better results than other methods [18]. The literature clearly demonstrates that the more powerful the cube operations are, the better the results [18].

Some limitations exist in current programs. Hermes [20] is used for binary input functions only. EXMIN2 [18] does not handle incompletely specified functions. In this paper, we present a new cube operation, exorlink, for the minimization of MIESOP’s. This single operation contains all the cube operations presented in [5], [8], [10], [16], [18]. Based on our new cube operation, a new algorithm is also discussed in this paper. This new algorithm is more efficient than the existing ones [10], [18]. Our program based on the exorlink operation has the following advantages: it is applicable to both the binary input functions and the multiple-valued input functions; each input variable can have an arbitrary number of logic values; the function can be completely specified or incompletely specified; and the output can be single output or multiple output. To evaluate our program, we collected all the published benchmarks that we were able to find. Our experimental results show that for both binary input functions and multiple input functions, for both single output functions
TABLE I

<table>
<thead>
<tr>
<th>Binary Input Examples</th>
<th>EXMIN-2</th>
<th>EXORCISM-MV-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>inputs</td>
<td>outputs</td>
<td>C_F, C_L, Time (1)</td>
</tr>
<tr>
<td>3sym</td>
<td>9 1</td>
<td>53 483 25</td>
</tr>
<tr>
<td>16sym</td>
<td>11 1</td>
<td>13 53 677</td>
</tr>
<tr>
<td>1085</td>
<td>5 1</td>
<td>5 10 0.2</td>
</tr>
<tr>
<td>Adr4</td>
<td>8 5</td>
<td>31 162 13.5</td>
</tr>
<tr>
<td>Log8</td>
<td>8 8</td>
<td>99 690</td>
</tr>
<tr>
<td>MIP4</td>
<td>8 8</td>
<td>63 395 42.9</td>
</tr>
<tr>
<td>Nrm4</td>
<td>8 5</td>
<td>7 53 67</td>
</tr>
<tr>
<td>Rdm8</td>
<td>8 8</td>
<td>32 161</td>
</tr>
<tr>
<td>Rst8</td>
<td>8 5</td>
<td>37 257</td>
</tr>
<tr>
<td>Sqr8</td>
<td>8 16</td>
<td>112 747</td>
</tr>
<tr>
<td>Wgt8</td>
<td>8 4</td>
<td>56 430</td>
</tr>
<tr>
<td>3sym</td>
<td>7 10</td>
<td>36 166</td>
</tr>
<tr>
<td>add6</td>
<td>12 7</td>
<td>127 872 430</td>
</tr>
<tr>
<td>h12</td>
<td>15 9</td>
<td>28 164 4</td>
</tr>
<tr>
<td>lw</td>
<td>5 28</td>
<td>22 297</td>
</tr>
<tr>
<td>clp</td>
<td>9 5</td>
<td>68 517 55</td>
</tr>
<tr>
<td>con1</td>
<td>7 2</td>
<td>9 37</td>
</tr>
<tr>
<td>Fim1</td>
<td>8 8</td>
<td>32 161</td>
</tr>
<tr>
<td>inc</td>
<td>7 9</td>
<td>26 179 12.2</td>
</tr>
<tr>
<td>mixe1</td>
<td>8 7</td>
<td>12 89</td>
</tr>
<tr>
<td>mixe2</td>
<td>25 8</td>
<td>27 210 12.4</td>
</tr>
<tr>
<td>rdp3</td>
<td>7 4</td>
<td>22 221</td>
</tr>
<tr>
<td>rdp4</td>
<td>8 4</td>
<td>59 330</td>
</tr>
<tr>
<td>snor</td>
<td>10 4</td>
<td>29 210</td>
</tr>
<tr>
<td>sqa2r</td>
<td>5 8</td>
<td>19 82</td>
</tr>
<tr>
<td>seq</td>
<td>25 8</td>
<td>184 1992 163</td>
</tr>
<tr>
<td>squ6</td>
<td>41 35</td>
<td>225 5205 2797</td>
</tr>
</tbody>
</table>

(1) cpu seconds on SPARC Station 1.

TABLE II

<table>
<thead>
<tr>
<th>Binary Input Functions</th>
<th>HEALEX</th>
<th>HERMES</th>
<th>EXORCISM-MV-2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C_F</td>
<td>C_L</td>
<td>C_F</td>
</tr>
<tr>
<td>3sym</td>
<td>95</td>
<td>51</td>
<td>425</td>
</tr>
<tr>
<td>ADR2</td>
<td>8</td>
<td>7</td>
<td>23</td>
</tr>
<tr>
<td>ADR4</td>
<td>31</td>
<td>31</td>
<td>34</td>
</tr>
<tr>
<td>MLP3</td>
<td>19</td>
<td>23</td>
<td>18</td>
</tr>
<tr>
<td>MLP4</td>
<td>36</td>
<td>61</td>
<td>92</td>
</tr>
<tr>
<td>SQR6</td>
<td>36</td>
<td>35</td>
<td>39</td>
</tr>
<tr>
<td>NRM4</td>
<td>73</td>
<td>73</td>
<td>67</td>
</tr>
<tr>
<td>RDM8</td>
<td>32</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>RST8</td>
<td>35</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>WGT8</td>
<td>54</td>
<td>54</td>
<td>55</td>
</tr>
</tbody>
</table>

(1) cpu seconds on SPARC Station 1.

TABLE III

<table>
<thead>
<tr>
<th>Multiple-Valued Input Functions</th>
<th>EXMIN-2</th>
<th>EXORCISM-MV-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>inputs</td>
<td>outputs</td>
<td>C_F</td>
</tr>
<tr>
<td>Adr4</td>
<td>4 5</td>
<td>11</td>
</tr>
<tr>
<td>Log8</td>
<td>4 8</td>
<td>92</td>
</tr>
<tr>
<td>MIP4</td>
<td>4 8</td>
<td>50</td>
</tr>
<tr>
<td>Nrm4</td>
<td>4 5</td>
<td>52</td>
</tr>
<tr>
<td>Rdm8</td>
<td>4 8</td>
<td>26</td>
</tr>
<tr>
<td>Rst8</td>
<td>4 5</td>
<td>26</td>
</tr>
<tr>
<td>Sqr8</td>
<td>4 16</td>
<td>108</td>
</tr>
<tr>
<td>Wgt8</td>
<td>4 4</td>
<td>25</td>
</tr>
</tbody>
</table>

(1) cpu seconds on SPARC Station 1.

In Section III, our new algorithm used in EXORCISM-MV-2 is discussed. The major advantage of this algorithm is that it gives priority to those distance two operations which will directly reduce the number of cubes in the array. In this way, our program can achieve better results in shorter time as compared to the former algorithms. The new algorithms that handle multiple output functions and incompletely specified functions are also discussed in this section. They are incorporated into EXORCISM-MV-2. Section IV shows the experimental results. The conclusion is given in Section V.

II. THE MULTIPLE-VALUED EXORLINK OPERATION

In this section, we first give some definitions, and then the cost function is discussed. After introducing some basic properties of multiple-valued functions, our new cube operation, exorlink is presented. The remainder of the section discusses particular, special cases of this operation, and illustrates them with examples.

A. Definitions

Definition 1: A multiple-valued input, two-valued output, incompletely specified switching function \( f \) (also called multiple-valued function) is a mapping \( f(X_1, X_2, \ldots, X_n) \): \( P_1 \times P_2 \times \cdots \times P_n \rightarrow B \), where \( X_i \) is a multiple-valued variable, \( P_i = \{0, 1, \ldots, p_i - 1\} \) is a set of admissible values that this variable may assume, and \( B = \{0, 1, x\} \) (\( x \) denotes a don't care value).

Definition 2: For any subset \( S_i \subseteq P_i \), \( X_i^{S_i} \) is a literal of \( X_i \) representing the function such that

\[
X_i^{S_i} = \begin{cases} 
1 & \text{if } X_i \in S_i \\
0 & \text{if } X_i \notin S_i.
\end{cases}
\]

Definition 3: A product of literals, \( X_1^{S_1}X_2^{S_2}\cdots X_n^{S_n} \), is referred to as a product term (also called term or product). A minterm is a product term that there exists only one value in each \( S_i \) for \( i = 1, 2, \ldots, n \).

Definition 4: The EXOR of two products is assigned the value 1 if and only if the two products have different values. An EXOR of products is called an ESOP. It is also called a MIESOP if one wants to emphasize that the input variables are multiple valued.

Example 1: In 4-valued logic, given three terms \( T_1 = X_1^{S_1}X_2^{S_2} \), \( T_2 = X_1^{S_2}X_2^{S_1} \), and \( T_3 = X_1^{S_3}X_2^{S_3} \), \( T_1 \oplus T_2 \oplus T_3 \) is a MIESOP. We can also call it ESOP.
In cube notation [23], a term is represented by a cube, and each literal in the term is represented by a vector
\[ c_i^j = \begin{cases} 1 & \text{if } j \in S_i, \\ 0 & \text{if } j \not\in S_i. \end{cases} \]

For example, \( X^{[0]} \) is denoted by 100 \ldots 000, \( X^{[1]} \) is denoted by 010 \ldots 000, and \( X^{[0,1, \ldots , n]} \) is denoted by 111 \ldots 111, which represents the Boolean universe. A cube is a null cube if one or more variables contain all zeros.

**Example 2:** In Example 1, the ESOP can be written in cube notation as follows:
\[ [0110 - 0011] \oplus [0011 - 0110] \oplus [1100 - 0101]. \]

**Definition 5:** The **distance of two terms** is the number of variables for which the corresponding literals have different sets of values.

**Example 3:** Given three terms, \( T_1 = X^{[0]} Y^{[1]} \), \( T_2 = X^{[1]} Y^{[0]} \), and \( T_3 = X^{[1]} Y^{[1]} \), the distance of \( T_1 \) and \( T_2 \) is 2, because two literals have different sets of values

- for \( X \): \{0\} \not\subseteq \{1\},
- for \( Y \): \{1\} \not\subseteq \{0, 2\}.

The distance of \( T_2 \) and \( T_3 \) is 1, because only one literal has different sets of values

- for \( X \): \{1\} = \{1\},
- for \( Y \): \{0, 2\} \not\subseteq \{0, 1\}.

We write distance\((T_i, T_j) = d\) to indicate that the distance of two terms \( T_i \) and \( T_j \) is \( d \).

**B. The Cost Function**

The objective of logic minimization is to find a realization that reduces certain cost function. Our primary goal of ESOP synthesis is to minimize the number of terms in the ESOP expression. For the expression with the minimum number of terms our secondary goal is to minimize the total number of inputs to the AND and EXOR gates. The following cost function \( C \) is used in our algorithm
\[ C = C_T + \frac{C_L}{C_{Lin}} \]

where
- \( C_T \) is the total number of terms in the solution;
- \( C_L \) is the total number of input wires to the AND and EXOR gates in the solution;
- \( C_{Lin} \) is the total number of input wires to the AND and EXOR gates in the initial function.

For instance, literal \( X^{[0,1,2]} \) as an input to an AND gate requires a single wire for the 2-by-4 decoder realization of logic with 4-valued inputs [15]. Literal \( X^{[0,1]} \) if realized as \( X^{[0,1]} \cap X^{[0,1]} \) requires two wires. Similarly \( X^{[0]} \) requires three wires.

According to the cost function, if two solutions have different number of terms, the better solution is the one that has the smaller number of terms, because its \( C_T \) is smaller. If two solutions have the same number of terms, the better solution is the one that has the smaller number of inputs, because its \( C_{Lin} \) is smaller.

**Example 4:** Consider an ESOP \( X^{[0]} \oplus X^{[2]} \oplus X^{[2]} \oplus X^{[0]} \) in 4-valued logic. It has 3 terms and 20 inputs (17 inputs to the AND gates and 3 inputs to the EXOR gate). The cost function is \( 3 + (20/20) = 4 \). The ESOP can be minimized to \( X^{[0]2} \oplus X^{[0]} \oplus X^{[1]} \) in 4-valued logic. It has 2 terms and 12 inputs (10 inputs to the AND gates and 2 inputs to the EXOR gate). The corresponding cost function is \( 2 + (12/20) = 2.6 \). The function can be further minimized to \( X^{[0]} \oplus X^{[1]} \oplus X^{[1]} \). The cost function is \( 2 + (10/20) = 2.5 \).

**C. The Formula**

The following properties hold for multiple-valued input algebra.

1) \( T \oplus T = 0 \). Here \( T \) denotes a product term.
2) \( X_i^{S_i} \oplus X_i^{R_i} = X_i^{S_i \oplus R_i} \).
3) \( X_i^{S_i} X_j^{S_j} \oplus X_i^{R_i} X_j^{R_j} = X_i^{S_i \oplus R_i} X_j^{S_j \oplus R_j} \).

The proofs for these properties are straightforward. Properties 1 and 2 directly result from Definition 4. Property 3 is true because
\[
X_i^{S_i} X_j^{S_j} \oplus X_i^{R_i} X_j^{R_j} = (X_i^{S_i} \oplus X_i^{R_i}) X_j^{S_j} \oplus X_i^{S_i} (X_j^{S_j} \oplus X_j^{R_j}) = (X_i^{S_i} X_j^{S_j} \oplus X_i^{R_i} X_j^{S_j}) \oplus X_i^{S_i} X_j^{R_j} = X_i^{S_i} X_j^{S_j} \oplus X_i^{R_i} X_j^{R_j}.
\]

Similarly it is proved that
\[
X_i^{S_i} X_j^{S_j} \oplus X_i^{R_i} X_j^{R_j} = X_i^{S_i} X_j^{S_j} \oplus X_i^{R_i} X_j^{R_j}.
\]

Extending the proof to 3 terms with \( n \) literals, we define a new cube operation as follows:
Let \( T_S = X_i^{S_i} \ldots X_n^{S_n} \) and \( T_R = X_i^{R_i} \ldots X_n^{R_n} \) be two terms. The exorlink of terms \( T_S \) and \( T_R \) is defined by the following formula:
\[
T_S \oplus T_R = \bigoplus \left\{ X_i^{S_i} \ldots X_{i-1}^{S_{i-1}} X_i^{(S_i \oplus R_i)} X_{i+1}^{R_{i+1}} \ldots X_n^{R_n} \right\}
\]

for such \( i = 1, \ldots, n, \) that \( S_i \not= R_i \).

Here \( \oplus \) denotes the exorlink operation and \( \bigoplus \) denotes the EXOR operation.

**Definition 6:** Given terms \( T_S \) and \( T_R \), if the distance of two terms is \( d \), then \( T_S \oplus T_R \) is a distance \( d \) exorlink. It was proved in [22] that the exorlink can be applied to any two cubes in an array, without regard to their distance. According to the above formula, we can observe that distance \( d \) exorlink generates \( d \) resultant terms.
In the remainder of this section, distance 0, distance 1, distance 2, and distance 3 exorlink operations will be discussed. These operations are used in our EXORCISM-MV2 algorithm. The comparison of exorlink with the primary and secondary xlink operations [10] and the operations from EXMIN-2 [18] will also be presented in this section.

D. Distance 0 Exorlink

If the distance of two terms is 0, exorlink of the terms generates no resultant terms. These two terms are then removed from the ESOP description.

E. Distance 1 Exorlink

Given two terms $T_S$ and $T_R$, let $X^{S_i}$ and $X^{R_i}$ be a pair of literals in terms $T_S$ and $T_R$, respectively, such that $X^{S_i} \neq X^{R_i}$, and the other pairs of literals in the two terms are equal. Therefore, these two terms will be called "distance 1 exorlinkable." The distance 1 exorlink operation of the terms generates a single resultant term.

Example 5: Let $T_S = X^{(1,2,3)} Y^{(2,3)}$ and $T_R = X^{(0,1)} Y^{(2,3)}$.

$$T_S \oplus T_R = X^{(1,2,3)} \oplus X^{(0,1)} Y^{(2,3)} = X^{(0,2,3)} Y^{(2,3)}.$$

F. Distance 2 Exorlink

Given two terms, if the distance of these two terms is 2 (assume $X^{S_i} \neq X^{R_i}$, and $Y^{S_j} \neq Y^{R_j}$), then distance 2 exorlink operation can be performed on them, and two resultant terms will be generated.

Please note that when distance $\geq 2$, exorlink operation is not symmetric, which means $T_S \oplus T_R$ is different from $T_R \oplus T_S$.

Example 6: Given two terms $T_S = X^{(0,1,3)} Y^{(1,3)}$ and $T_R = X^{(2,3)} Y^{(0,1)}$.

$$T_S \oplus T_R = X^{(0,1,3)} Y^{(1,3)} \oplus X^{(2,3)} Y^{(0,1)} = X^{(0,1,2)} Y^{(0,1)} \oplus X^{(0,1,3)} Y^{(0,3)}.$$

$$T_R \oplus T_S = X^{(2,3)} Y^{(0,1)} \oplus X^{(0,1,3)} Y^{(1,3)} = X^{(0,1,2)} Y^{(1,3)} \oplus X^{(2,3)} Y^{(0,3)}.$$

Distance 2 operations do not directly reduce the number of terms in an ESOP. However, these operations reshape two terms to two different terms, thus provide opportunities for reducing the cost of ESOP's at some later stages. The nonsymmetry property of the distance 2 exorlink gives us two ways to reshape the two terms, which increases the opportunity for searching a better result. Our method on how to apply distance 2 and distance 3 exorlink in ESOP minimization is discussed in Section III.

Example 7: Given an ESOP with three terms: $T_1 = X^{(1,2)} Y^{(2,3)}$, $T_2 = X^{(2,3)} Y^{(1,2)}$, and $T_3 = X^{(0)} Y^{(1,3)}$. In Fig. 1, the three terms $T_1$, $T_2$, and $T_3$ are represented by three cubes A, B, and C, respectively. $A \oplus B$ generates $A'$ and $B'$; $A' \oplus C$ generates $A''$. The ESOP with three cubes is minimized to an ESOP with two cubes, $B'$ corresponding to term $T_4 = X^{(1,3)} Y^{(1,2)}$, and $A''$ corresponding to term $T_5 = X^{(0,1,2)} Y^{(1,3)}$.

G. Distance 3 Exorlink

Distance 3 exorlink generates three resultant terms from two given terms. Distance 3 exorlink increases the number of terms in the ESOP. However, increasing the number of terms may help to reduce the number of terms at some later stage, and subsequently lead to better results.

Example 8: In binary logic, a given ESOP with four cubes is as follows:

$$000z, 0z1l, z1lx, 1010.$$  

The distances between any pair of cubes from the above set is 3. So, there are no distance 1 or distance 2 operations that can be applied to this set of cubes. Performing distance 3 exorlink on the first two cubes leads to three cubes

$$000z \oplus 0z1l = 011l \oplus 00z1 \oplus 0000.$$  

Replacing the first two cubes by these three cubes, a new ESOP with five cubes is obtained

$$011l, 00z1, 0000, z1lx, 1010.$$  

Since the distance of two cubes: 0000 and 1010 is 2, a distance 2 exorlink can be performed on them

$$0000 \oplus 1010 = z010 \oplus 00z0.$$  

After this operation, the ESOP contains five cubes

$$011l, 00z1, z010, z1lx, 00z0.$$  

Now, the distance of cubes 00z1 and 00z0 is 1, a distance 1 exorlink can be performed on them

$$00z1 \oplus 00z0 = 00zx.$$
than EXORCISM [18]. Similarly, exorlink is superior because it is a superset of all operations introduced in EXORCISM, be obtained as special cases of this formula. The number of operations in EXORCISM-MV-2 is larger than that in EXORCISM-this is one of the reasons why EXMIN2 generates better results than EXORCISM [18]. Similarly, exorlink is superior because it is a superset of all operations introduced in EXORCISM, Hermes, and EXMIN2.

The ESOP now contains four cubes

\[0111, 00zx, x010, x11z.\]

Performing distance 2 exorlink on cubes \(x010\) and \(x11z\), we obtain

\[x010 \oslash x11z = xx10 \oslash x111.\]

The ESOP is

\[0111, 00zx, xx10, x111.\]

Cubes 0111 and x11z can be combined into one cube

\[0111 \oslash x111 = 1111.\]

The final result is an ESOP with three cubes

\[00zx, x010, 1111.\]

By using distance 3 exorlink, the number of cubes in the ESOP is temporarily increased from 4 to 5, but this increase helps to jump out of a local minimum of the cost function, and ultimately achieve a better result of 3 cubes.

H. Comparison with Other Cube Operations

In EXORCISM [10], as well as in Hermes [20], two operations are used to link the cubes, the primary xlink and the secondary xlink. Both operations can be applied under certain conditions [10], [20]. If two cubes are of the same dimension, then the primary xlink operation can be applied. If the distance of two cubes is 1, then the secondary xlink can be applied. In the above two cases, exorlink generates the same results as the primary xlink or secondary xlink operations. Since exorlink can be applied without any condition, both primary xlink and secondary xlink are special cases of exorlink. In EXMIN2 [18], a set of rules are used to link two cubes. Each rule can be applied under certain conditions. For instance, the rule RESHAPE can be applied on two terms \(X^A Y^B\) and \(X^C Y^D\) if \(A \cap C = \phi\) and \(B \supset D\) [18]. Rule 1 (X-MERGE) in EXMIN2 is equivalent to distance 1 exorlink operation. Similarly, Rule 2 to Rule 9 in EXMIN2 (RESHAPE, ..., X-REDUCE-3) are all special cases of distance 2 exorlink. Both the xlink and the rules in EXMIN2 do not cover all the cases for which two cubes are linkable. For instance, if \(A \cap C \neq \phi\), \(B \cap D \neq \phi\), \(A \not\subset C\), \(C \not\subset A\), \(B \not\subset D\), and \(D \not\subset B\), neither xlink nor the rules in EXMIN2 can be applied. Since exorlink can be applied unconditionally, it covers all the cases including those not covered by xlink and the rules in EXMIN2. The operation unlink is used in EXORCISM and the rule SPLIT is used in EXMIN2, for temporary increase of the number of cubes. The same functionality is achieved by distance 3 exorlink in EXORCISM-MV-2. Concluding, in our program, all the previous operations are combined into a single operation, described by one formula. Many particular operations can be obtained as special cases of this formula. The number of operations in EXMIN2 is larger than that in EXORCISM—this is one of the reasons why EXMIN2 generates better results than EXORCISM [18]. Similarly, exorlink is superior because it is a superset of all operations introduced in EXORCISM, Hermes, and EXMIN2.

III. THE ALGORITHM OF EXORCISM-MV-2

In this section, our algorithm to minimize MIESOP’s is presented. For a completely specified function, the input is the array of MIESOP cubes of the function. Since the cubes from this array are ON-cubes, we call this array the ON-array. One has to keep in mind, however, that contrary to the SOP case, this array represents an exor of product terms (cubes), so it includes also OFF-minterms, since even numbers of overlapping ON-cubes produce OFF-minterms in their intersection. Thus, for completely specified functions, the ON-array specifies all ON-terms and some OFF-terms, and all nonspecified minterms are OFF-terms. In the case of an incompletely specified function, both the ON-array and the DC-array are used as the input to the program. Thus, the ON-array specifies the ON-terms and the OFF-terms, the DC-array specifies the DC-terms, and all nonspecified minterms are the OFF-terms. The MIESOP ON-array being the input to our program can represent one of following:

1) A nondisjoint MIESOP;
2) An array of disjoint cubes (a particular case of the MIESOP);
3) A set of minterms (a particular case of a set of disjoint cubes).

If both the ON-array and the DC-array are used, they are not necessarily in the same forms. The output of our program is in a MIESOP form. Using an option “unlink” from the program (which is a set of distance 2 exorlink operations) the output can be changed to an array of disjoint cubes. This way the output data can be either given back to the input of EXORCISM-MV-2 to be further minimized, or it becomes an input to other programs. The output MIESOP array can be also directly given back again to our program for further minimization. Since our algorithm is a heuristic one, the results may vary if a different starting point is used. If the initial function is in a SOP form, we use disjoint sharp option from ESPRESSO [14] to transform it into a disjoint form that is next read by our program.

A. Minimization of Completely Specified Functions

As we discussed in Section I-F, the main purpose of distance 2 operations is to provide opportunities for applications of distance 1 or distance 0 operations. Both EXORCISM and EXMIN-2 perform all the distance 2 operations. Our experiments show that such a method may not be efficient, and it may lead the program to falling into an infinite loop [16]. Therefore, in our new algorithm, instead of doing all possible distance 2 operations, only those distance 2 operations are performed which lead to distance 0 or distance 1 operations. More specifically, if the distance of two cubes, \(A\) and \(B\), is 2, then \(A \oslash B\) generates a pair of resultant cubes \(C_1\) and \(C_2\), while \(B \oslash A\) generates a pair of resultant cubes \(D_1\) and \(D_2\). At this point, there are three choices:

1) Take \(C_1\) and \(C_2\);
2) Take \(D_1\) and \(D_2\);
3) Take \(A\) and \(B\).

By calculating the distance of each of the cubes \(C_1, C_2, D_1, D_2\) with all the cubes in the ESOP array except cubes \(A\)
and $B$, we know how many cubes in the array can be reduced if a pair of resultant cubes is selected. Note that a distance 0 operation reduces two cubes in the array and a distance 1 operation reduces one cube. We chose the pair of cubes which leads to a larger reduction. If the number of cubes will be reduced is the same for both pairs, we randomly select one pair. If the cube reduction is 0, cubes $A$ and $B$ are selected.

Example 9: Given an ESOP with 5 cubes

\[
0011 \quad 0110 \quad 1111 \quad 010z \quad 10x1.
\]

If distance 2 operations were performed under this cube ordering, the diagram of applying operations would be as shown in Fig. 2.

After six operations, the function would be represented by another ESOP with 5 cubes, as shown in Fig. 2(g). The number of cubes has not been reduced so far.

The execution of our algorithm is illustrated in Fig. 3.

1) Perform all possible distance 0 and distance 1 exorlink operations. In this example, none of these operations are possible now [see Fig. 3(a)].

2) Check if the distance of two cubes is 2. For instance, the distance of cubes 0011 and 0110 is 2 as shown in Fig. 3(a).

3) Check the two pairs of resultant cubes with other cubes in the array to verify if one can find pairs of cubes whose distance is 0 or 1. In the example, cubes 0011 and 0110 generate two pairs of resultant cubes

\[
0110 \leftarrow 0011 = 0z11 \oplus 011z
\]

as shown in Fig. 3(b1), and

\[
0011 \leftarrow 0110 = 0z10 \oplus 001z
\]

as shown in Fig. 3(b2). Check these four resultant cubes with the remaining cubes in the array

\[
1111 \quad 010z \quad 10x1
\]

and it can be found that the distance of cubes 011z and 010z is 1 as shown in Fig. 3(b1).

4) In step 3, if there are pairs of cubes whose distance is 0 or 1, the distance 2 exorlink is performed and followed by the distance 0 or distance 1 exorlink operations. For instance, in step 3 the distance of two cubes 011z and 010z is 1,

\[
0110 \oplus 0011 = 0z11 \oplus 011z
\]

is first performed and then followed by

\[
011z \oplus 010z = 01xx
\]

as shown in Fig. 3(c).

5) After performing distance 0 or distance 1 exorlink, go back to step 1. If there are no any pairs of cubes whose distance is 0 or 1 in step 3, do not perform distance 2 operation, and go back to step 2 to check other two cubes.

The sequence of steps 1-5 is continued as shown in Fig. 3(d) and 3(e). This procedure is performed iteratively as long as the reduction of component $C_T$ of the cost function is possible. Comparing Fig. 2 with Fig. 3, one can appreciate that our new approach is more efficient.

B. Minimization of Multiple Output Functions

There are two ways to minimize a multiple output function.

1) Decompose the multiple output function to single output functions; minimize each single output function separately; and then minimize jointly the set of functions again;

2) Minimize the multiple output function directly.

Both the EXORCISM and the EXMIN use the first method. In our program, we let the user to select which method to use. The following procedure describes our approach.

1) If the function is a multiple output one and the option “decomposition to single output” is selected, then go to step 2; otherwise, go to step 5;

2) Decompose the function to a set of single output functions;
3) Minimize each single output function separately;
4) Combine the minimized single output functions to a multiple output function;
5) Minimize the multiple output function.

Example 10 illustrates the application of this procedure.

Example 10: Given is a 3-input 2-output binary function 
\( (f_0, f_1) = F(x, y, z) \) which is represented by the following ON-array of cubes

\[
\begin{array}{cccc}
001 & 10 \\
010 & 11 \\
101 & 10 \\
111 & 11 \\
\end{array}
\]

The first three symbols in each cube represent the input variables, the last two symbols represent the output variables.

For instance, the first cube in the array, 001 10, means that when the input values combination is \( x = 0, y = 0, \) and \( z = 1, \) the output variables are \( f_0 = 1 \) and \( f_1 = 0, \) respectively.

Since this is a two output function, it can be decomposed to two single output functions which are represented by the following array of 6 cubes

\[
\begin{array}{cccc}
001 & 10 \\
010 & 10 \\
101 & 10 \\
111 & 10 \\
010 & 01 \\
111 & 01 \\
\end{array}
\]

By performing the above procedure, the first four cubes are minimized into the following two cubes

\[
\begin{array}{cccc}
012 & 10 \\
x & x & 10 \\
\end{array}
\]

The last two cubes cannot be minimized at this stage. So these two cubes remain the same

\[
\begin{array}{cccc}
010 & 01 \\
111 & 01 \\
\end{array}
\]

Now each single output function has been minimized separately. Next these two single output functions are combined to a multiple output function represented by the following four cubes

\[
\begin{array}{cccc}
01x & 10 \\
x & x & 1 & 10 \\
010 & 01 \\
111 & 01 \\
\end{array}
\]

By minimizing these four cubes, the final result becomes an array of three cubes

\[
\begin{array}{cccc}
x & 1 & 1 & 01 \\
x & x & 1 & 10 \\
01x & 1 & 11 \\
\end{array}
\]

The last cube is a product term that is common to both output \( f_0 \) and \( f_1. \)

C. Minimization of Incompletely Specified Functions

An incompletely specified function can be represented by an ON-array of cubes and a DC-array of cubes. A simple way to minimize an incompletely specified function is to assume that all the DC-cubes are OFF-cubes. However, linking the ON-array of cubes with the DC-array of cubes may generate better results.

Example 11: Given is an ESOP with one ON-cube, 0lx1, and two DC-cubes, 11x1 and 1x10, as shown in Fig. 4(a). The function can be realized by the ON-cube only. By linking the ON-cube with one of the DC-cubes, we get the cube x1l1 as shown in Fig. 4(b), which is a better result than ON-cube 0lx1.

Saul [20] pointed out that minimization of incompletely specified functions in ESOP form is difficult, because of the following:

1) The DC-cubes may cover some OFF minterms, as shown in Fig. 5;
2) The DC-array may not contain a cube that can be directly linked with a cube in ON-array because of the positions or sizes of the DC-cubes, as shown in Figs. 6(a) and 7(a), respectively.

In Fig. 5, cubes x101 and 0lx1 are in the DC-array, and cube x100 is an ON-cube. The DC-cube x101 cannot be linked with the ON-cube x100, because the DC-cube x101 contains a minterm 0101, which is an OFF minterm. This problem can be solved by making the DC-array disjoint. In a disjoint DC-array, each DC-minterm is covered by a cube once, and an OFF minterm is not covered by any cube.

Saul [20] gave the algorithm to link the ON-cubes with the DC-cubes. His algorithm can reduce the number of connections, but cannot reduce the number of cubes, because only distance 1 link is performed between the ON-cubes and the DC cubes. Moreover, the distance 1 link may not be found by the program due to the position and the size of the DC-cubes.

In Fig. 6(a), the ON-cube cannot be linked with any one of the DC-cubes. If the DC-cubes are in the right position, however,
they can be linked as shown in Fig. 6(b) and (c). In Fig. 7(a),
the ON-cube cannot be linked with the DC-cube, because the
size of the DC-cube is larger than the size of the ON-cube,
which means the distance between the ON-cube and the DC-
cube is not 1. If we can separate the DC-cube properly, as
shown in Fig. 7(b), then the ON-cube can be linked with one
of the DC-cubes, as shown in Fig. 7(c).

Our approach to minimize incompletely specified functions
is described by the following procedure:

function don't care minimize (ON-array, DC-array)
for (each ON-cube)
    \( R = \text{ON-cube} \# \text{DC-array} \)
    if \( (R = \emptyset) \) remove the ON-cube from ON-array
return ON-array.

Here \( R = \text{ON-cube} \# \text{DC-array} \) is the sharp operation
between the ON-cube and the DC-array. If \( R \) is an empty cube,
this means that the ON-cube is covered by the DC-array. The
ON-cube can then be removed.

If no more ON-cubes can be removed by this method, we
can perform distance 2 exorlink on the ON-array in order to
reshape the ON-cubes. Example 12 shows that reshape may
help to reduce the ON-cubes.

**Example 12:** Given ON-array

\[
\begin{array}{cccc}
110x \\
0x11 \\
1110
\end{array}
\]

and DC-array

\[
\begin{array}{cccc}
0x10 \\
10x1
\end{array}
\]

as shown in Fig. 8(a). The minimization is carried out by the
following steps:

1) Perform the don't care minimization procedure. Since
no ON cubes are covered by the DC cubes, none of the
ON-cubes can be removed;
2) Reshape the ON-array as shown in Fig. 8(b). Again,
none of the ON-cubes can be removed;
3) Reshape the ON-array as shown in Fig. 8(c), the three
ON-cubes are

\[
\begin{array}{cccc}
11xx \\
x\times11 \\
1011
\end{array}
\]

Since the DC-cube 10x1 contains the ON-cube 1011,
the operation

\[
1011\#10x1
\]

generates an empty cube. So, the ON-cube 1011 can
be removed. The final result is an array of two cubes:
11xx and x\times11.

By performing sharp and distance 2 exorlink iteratively, the
number of ON-cubes can be reduced, which serves our primary
goal: minimizing the number of terms in the ESOP's. The next
step is to achieve our secondary goal: minimizing the number
of connections. This is done by trying all possible expanding
operations on the ON-cubes.

The next section presents our whole algorithm.

**D. The Algorithm of EXORCISM-MV-2**

When our method is used for a completely specified func-
tion, it uses an ON-array of cubes (usually, but not necessarily,
these are disjoint cubes). In the case of an incompletely
specified function, the function is represented as the ON-array
of ON-cubes and the DC-array of DC-cubes (DC-cubes are
cubes of don't cares). The pairs of equal cubes are removed
and distance 1 exorlink operations are performed iteratively.
Then distance 2 exorlink operations are executed which may
Therefore, some criteria to stop the program are necessary. If the sharp operation generates an empty cube, we try to expand each ON-cube into DC-cubes. Successful application of these operations decreases the number of connections. The following methods can be used as the termination criteria.

1) **Cost functions**: A cost function can be used in the termination criterion. For instance, the program is terminated if the number of terms in the current solution meets a preset value.

2) **Number of iterations**: The program is terminated after a certain number of iterations. This is a simple method, but the quality of the results is not guaranteed.

3) **Execution time**: The program is terminated if time limit has been exceeded. This is the method used in EXORCISM.

4) **Improvements of the current solution**: By this method, the program is controlled by comparing the current result with the previous result. If there is no improvement for a certain number of iterations, the program goes to the next step. This is the method used in ESPRESSO and EXMIN. In our program, this is the method used by default. The user can also select other methods as options.

The whole algorithm is listed below.

Input: ON-array of cubes for a multiple-valued input, multiple-output function (In addition, a DC-array in the case of an incompletely specified function).

1) \( F := \text{ON}; \ D := \text{DC}. \)

2) \( \text{SOLUTION} := F, \ MIN.COST := \text{COST}(F). \) (\( \text{COST}(F) \) is calculated using the cost function shown in Section II-B. \( \text{MIN.COST} \) will be updated in the steps below to reflect always the lowest cost of solutions obtained until now. This solution is also stored.)

3) If the option "do not decompose the function to single output functions" is selected, go to step 5; else go to step 4.

4) Decompose the function to a set of single output functions. For each single output function, perform the steps 5–8.

5) Perform all possible distance 0 operations.

6) Perform all possible distance 1 exorlink operations.

7) For each pair of cubes in \( F \), check if a distance 2 exorlink is possible. If it is possible, further check if it makes a distance 0 operation or a distance 1 exorlink operation possible. If it is possible, perform the distance 2 exorlink operation and then perform distance 0 or distance 1 exorlink operation. Otherwise, do nothing.

8) Check the number of cubes (calculate \( C_T \)). If the number of cubes has not been reduced for certain number of iterations go to 9, else go to 5. (Currently the number of iterations is set to the value of 3.)

9) If the option "do not decompose the function to single output function" is selected, go to step 11; else if all the single output functions have been combined to a multiple output function, go to step 11; else if all the single output functions are minimized, go to step 10; else go to step 5 to minimize the next single output function.

10) Combine the single output functions to a multiple output function, go to step 5.

11) For each pair of cubes in \( F \), check if a distance 3 exorlink is possible. If it is possible, further check if it makes a distance 0 operation or a distance 1 exorlink operation possible. If it does, perform the distance 3 exorlink operation and then perform distance 0 or distance 1 exorlink operation. Otherwise, do nothing.

12) Check the number of cubes. If the number of cubes has not been reduced for certain number of iterations go to 13, else go to 11. (Currently the number of iterations is set to 3.)
13) Check all possible distance 2 exorlink operations. For each distance 2 exorlink operation, if it reduces the cost function \( \text{COST}(F) \), perform the distance 2 exorlink operation, otherwise, do nothing.

14) If the option "don't care" is not selected, go to 20, else go to 15.

15) If \( D \) is empty (no DC cubes) go to 20, else go to 16.

16) Perform a sharp operation between each cube in \( F \) and all cubes in \( D \). If an empty cube is returned, remove the corresponding ON cube in \( F \).

17) For each pair of cubes in \( F \), check if a distance 2 exorlink is possible. If it is possible, further check if any resultant cubes from the distance 2 exorlink can be sharpened out by \( D \). If they can be sharpened, perform the distance 2 exorlink operation and then perform the sharp operation. Remove the corresponding ON cubes in \( F \). Otherwise, do not perform the distance 2 operation.

18) If the number of cubes has not been reduced for certain number of iterations, go to 19, else go to 15. (Currently the number of iterations is set to 3.)

19) Expand each cube in \( F \) into \( D \) if possible.

20) Print the output and stop the program.

IV. EVALUATION OF RESULTS OF EXORCISM-MV-2

In this section, our experimental results are compared with those published previously in the literature. In the following tables, \textit{inputs} means the number of input variables, \textit{outputs} means the number of output variables, \textit{time} is the CPU time in second. \( C_T \) and \( C_L \) in the tables are the respective components of the cost function (Section II-B). To evaluate our program, we collected all the published benchmarks we were able to find, and we grouped them into two categories, binary input functions and multiple-valued input functions. Since no authors except ourselves have published results on incompletely specified functions so far, comparison in this category is impossible. Binary input examples are listed in Tables I and II. For multiple-valued input functions, Sasao is the only author besides ourselves who has published results. The comparison is shown in Table III. Table I compares EXORCISIM-MV-2 with EXMIN-2 [SAS93b]. In Table I, the first three examples are single output functions, and the remaining are multiple output functions. Comparing with EXMIN-2, EXORCISM-MV-2 generates either the same or better results.

Table II compares our results with other algorithms. HEALEX [2] uses a different approach and generates good results on some examples. Comparing our results with those given in [2], our program in most cases generates better results. There is only one example in which our solution has one more term. ND is a nondeterministic algorithm given in [3]. This method generally generates good results but is very time consuming. Although the computation time of ND is about 50 times longer than EXMIN2 [18], there are still examples (SQK6 and NRM4) that EXORCISM-MV-2 generates better results. HERMES [20] uses the algorithm similar to our previous algorithm [10]. Table II shows that our new algorithm of EXORCISM-MV-2 gives better results.

For multiple-valued functions, Table III shows that EXORCISM-MV-2 generates either the same or better results. Table IV shows the results with 3-b decoders. It shows that for some of the examples, like Adr4, the solution with 3-b decoders requires more area than the solution with 2-b decoders. This is due to the structure of the problem. For these problems, it is better to use even bit decoders than to use odd bit decoders. While for other problems, odd bit decoders are useful. For instance, benchmark 9sym contains nine input variables. With 2-b decoders, it requires 18 lines to the AND plane, and 21 lines to the EXOR plane. By using three 3-b decoders, it requires 24 lines to the AND plane, and only 9 lines to the EXOR plane. In our program, odd bit decoders can be used together with even bit decoders. For instance, Rd53 contains five input variables. With 2-b decoders, the solution has nine terms. The area is 10 (lines to the AND plane) by 9 (number of terms) = 90. Using one 2-b decoder and one 3-b decoder, the solution has six terms. The area is 12 (lines to the AND plane) by 6 (number of terms) = 72.

Table V shows the experimental results for the minimization of incompletely specified functions. The results of minimizing ON-cubes only are compared with the results of minimizing ON- and DC-cubes. The results show that better results are achieved when DC-cubes are taken into account.

V. CONCLUSION

One approach to minimize ESOP's is to apply a set of cube operations iteratively on each pair of cubes in the array. Our new operation—exorlink is the most powerful operation in this approach, which can link any two cubes in an array of cubes of an arbitrary distance. All the cube operations introduced previously for this approach in the literature are special cases of the operation introduced by us. The superiority of the new cube operation ensures better results than the previous operations shown in the literature. Based on our new cube operation, a new minimization algorithm is also introduced. Our program EXORCISM-MV-2 was tested on...
many benchmark functions. The program in most cases gives the same or better solutions on binary and 4-valued completely specified functions. More importantly, it is able to minimize efficiently functions with arbitrary number of values for each variable, which allows to run it with input decoders having more than two binary inputs. Finally, EXORCISM-MV-2 is variable, which allows to run it with input decoders having the same or better on binary and 4-valued completely specified functions. The program in most cases gives the only available program to minimize multiple-valued input, multiple-output, incompletely specified functions.
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