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#### Abstract

In this report, we present a new unified approach to decompose Boolean functions. It includes Steinbach's, Luba's, and Perkowski/Uong/Brown/Wan methods as special cases. The approach can be applied to binary, multiple-valued, fuzzy, and continuous functions, both completely specified, incompletely specified, and with generalized don't cares.
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## 1 Introduction.

One of the most general approaches to solve engineering and science optimization problems is to apply the principle of decomposition: a problem of larger dimension is decomposed to several problems of smaller dimensions, which can be solved separately and with a smaller effort. The problem of decomposition of a Boolean function $F$ is to find a realization of $F$ which is a composition of simpler Boolean functions. In the late 1950's, Ashenhurst and Curtis determined the necessary and sufficient conditions for the existence of a given type of decomposition. These decomposition types are now being called Ashenhurst Decomposition and Curtis Decomposition, respectively. In a related effort, Roth and Karp developed a method using covers of onset and offset of the function. This method used cube calculus instead decomposition charts, and generalized the Curtis method for incompletely specified functions. Although popularly called the Roth-Karp decomposition, this is basically a Curtis Decomposition with different representation of Boolean functions. Therefore, from the perspective of this report, this is still a Curtis Decomposition type. We will talk, however, about the Roth-Karp decomposition method.

The goal of this report is to create a general decomposition model, that will be more powerful than the existing ones, and will include many of them as particular cases. In order to do this, we will have first to present in a unified way the known decompositions. We will characterize them from various orthogonal points of view.

For instance, we will distinguish below the decomposition type from the representation of data in the decomposition.

By a decomposition method, we will understand the ordered quadruple of:

- the decomposition type, which is the basic rule of decomposing a function block to more than one function blocks,
- the representation of functions in the decomposition, which is, what kind of data structure is the function represented with (arrays, lists, trees, graphs, spectra, etc.),
- the type of functions - the functions may be: binary, multiple-valued, fuzzy, and continuous; binary functions may be completely specified or incompletely specified; multiple-valued functions may be completely specified, have standard don't cares, or have generalized don't cares. Until now, only completely specified fuzzy and continuous functions have been presented in the literature.
- the method to solve the column multiplicity problem.

Therefore,
DECOMPOSITION_METHOD =
<decomposition type, function representation, function type, column_multiplicity_solver>
Most, if not all, approaches to decomposition have been described in a recent extensive survey on this subject by Perkowski et al. [156]. The special emphasis there was on the decomposition types, and decomposition representations. In the present report, however, we will concentrate on these methods and ideas only, that are directly relevant to our unified decomposition method presented below.

In 1988 Perkowski, Uong and Brown, created a decomposition method for multi-output, multi-valued functions based on graph coloring [?, 148]. The method had two variants of the decomposition type. One was based on a bond set (columns of the map) and was the same as Curtis, but was using the graph coloring instead of the set covering for the Column Multiplicity Index minimization problem in case of incompletely specified functions. Part of this variant has been next programmed by Wei Wan
[?]. Another variant, which we will call here the Perkowski-Uong-Brown Decomposition type ( $P U B$ Decomposition, for short), was based on minimizing the Row Multiplicity Index, and the so-called trivial functions. (All notions used here will be explained in the next sections.) If a cofactor can be realized in an easy way (be one of trivial functions), then it is not counted to the Row Multiplicity Index. Although similar to Curtis, the PUB Decomposition is different, since it is based on patterns in a free set and not on patterns in the bond set. In addition, PUB Decomposition does not require to encode the bond set, as Curtis does, and has some strong relation to multi-level design with multiplexers. Some functions decomposable in the sense of Curtis are not decomposable in PUB sense, and vice versa. Therefore, one can talk about the PUB decomposition type. While for a random function F the number of all Curtis and Roth-Karp decompositions is the same, the number of PUB decompositions is different. Therefore, we can talk about different decomposition type here.

Concluding, the decomposition methods presented by Perkowski, Uong, Brown and Wan included Curtis types and PUB types, and can be characterized as follows:
$<\{$ disjoint Curtis, non-disjoint Curtis, disjoint PUB, non-disjont PUB, column multiplicity based EXOR $\}$, $\{$ minterms, cube arrays $\},\{$ binary, multiple valued; complete, incomplete\}, \{clique partitioning, graph coloring $\}>$
(Of course, the Ashenhurst decomposition is a special cases of the Curtis decomposition, so it is not separately mentioned here.)

A similar variant of a method was also created by these authors to be applied for the design of PLAs with pair decoders (such PLAs were presented by T. Sasao [48]). A generalized decomposition, as discussed in [63], but for incompletely specified functions, was also developed.

Independently, Luba et al created a complete decomposition theory based on partition calculus [169]. Luba's method is basically a classical Curtis decomposition, but it uses a new representation. A distinguishing feature of this method is an original calculus based on the representation of a function by a family of partitions over the set of cubes (or minterms). Their decomposition procedure can be also applied to incompletely specified, multiple-valued functions. In addition, it is suitable for various implementation styles, including standard PLAs, PLDs, PLAs with two-bit decoders, FPGAs, and information systems. Some stimulus for Luba et al work comes also from the data compressing problems in machine learning, pattern recognition and in other areas of AI. In machine learning the idea of reduction of instance space is well known: an approach to compress sets of examples, attributes and attribute-value tuples was presented in a technique called a partition triple [83]; or other appproaches to reduction of an instance space can also be found in [142]. Concluding, the decomposition methods presented by Luba, Rybnik, Lasocki et al can be characterized as follows:
$<\{$ disjoint Curtis, non-disjoint Curtis $\},\{$ partitions of minterms, partitions of cubes $\},\{$ binary, multiple valued; complete, incomplete\}, \{clique partitioning,set covering,concurrent minimization and encoding\} $>$

In another independent effort, Wright Laboratories created a program FLASH, based on classical Ashenhurst/Curtis decomposition, but oriented towards applications in machine learning. The decomposition methods presented by Ross et al in WL can be characterized as follows:
$<\{$ disjoint Curtis, non-disjoint Curtis $\},\{$ minterms $\},\{$ binary, multiple valued output, continuous; complete, incomplete $\},\{$ clique partitioning, graph coloring\}>

Bochmann and Steinbach developed a system XBOOLE that includes a non-standard approach to
decomposition, based on a new class of AND/OR/EXOR decompositions for two-input gates. The decomposition methods presented by Bochmann and Steinbach can be characterized as follows:
$<\{$ strong $A N D, O R, E X O R$, weak $A N D, O R, E X O R\},\{$ cube arrays $\},\{$ binary; complete, incomplete $\}$, $\{$ Boolean function manipulation $\}>$

Therefore, XBOOLE decomposition is an essentially new decomposition type.
As the result of the analysis of the above approaches, as well as other most successful decomposition methods and programs for Ashenhurst-Curtis Decomposition, we arrived at several conclusions that we next used to create a new unified theory and program. This new program, called Generalized Unified Decomposer (GUD), is currently being designed with the goal of outperforming all the existing approaches to those decompositions that are not technology-related but minimize certain general cost functions related to function complexity. Creating such a superior program was requested for high demand applications that are of interest to Pattern Theory group at Avionics Labs of Wright Laboratories, U.S. Air Force.

In a similar ways we generalized the decompositions for multiple-valued logic, fuzzy and continuous logic, and information systems as well. We created variants that can be used also for designs implemented with multiplexers and generalized multiplexers. However, at present these variants are not as general as our binary decomposition.

In this report only binary and some multiple-valued decompositions will be discussed. Other multiplevalued decompositions, fuzzy and continuous decompositions will be presented in separate reports.

In this report we totally unify the methods developed in past by four aforementioned research groups: Portland State University, Warsaw Technical University, XBOOLE group at the Freiberg University in Germany, and Wright Laboratories, and we add several new methods not known from the literature. Therefore, the GUD program will be also able to solve problems that have never been formulated before. It will be a test-bed to develop and compare several known and new partial ideas related to decomposition. Concluding, the decomposition methods presented in this paper can be characterized as follows:
$<\{$ disjoint Curtis, non-disjoint Curtis, disjoint PUB, non-disjont PUB, strong $A N D, O R, E X O R$, weak AND, OR, EXOR, column multiplicity based EXOR, column multiplicity based AND, column multiplicity based $O R\},\{$ minterms, cube arrays, partitions of minterns, partitions of cubes $\}$, \{binary, multiple valued output, fuzzy, continuous; complete, incomplete, generalized don't cares $\},\{$ Boolean function manipulation, weighted clique partitioning, weighted graph coloring\}>

While creating the GUD program, our emphasis has been on the following topics:

1. representation of data and efficient algorithms for data manipulation,
2. variable ordering methods for variable partitioning to create bond and free sets of input variables; heuristic approaches and their comparison,
3. column compatibility problem,
4. subfunction encoding problem (column encoding problem),
5. combined column compatibility and subfunction encoding problems,
6. use of partial and total symmetries in data to decrease the decomposition search space,
7. methods of dealing with strongly unspecified functions which are typical for machine learning applications,
8. other decomposition types, especially XBOOLE decompositions and their generalizations,
9. controlling strategies to select decomposition types and decomposition variable sets, such strategies allow to create some kinds of decomposed structures (such as cascades, trees without variable repetition, etc.).

Since we have to introduce many different subjects in this report, some of them quite complex, and on the other hand we would like this report to be understood with less than ordinary effort also by non-specialists in logic synthesis, we will apply a tutorial approach below. The report will be full of examples and graphical illustrations. This report is only a first draft and we welcome our readers to provide us with a strong criticizm.

The plan of this "white paper" report is the following:
First we introduce, in an elementary way, various types of decomposition known from the literature. The groups of these decompositions are:

- disjoint Ashenhurst decomposition,
- non-disjoint Ashenhurst decomposition,
- disjoint Curtis decomposition,
- non-disjoint Curtis decomposition,
- disjoint PUB decomposition,
- non-disjoint PUB decomposition,
- strong AND, OR, EXOR decomposition of Bochmann and Steinbach,
- weak AND, OR, EXOR decomposition of Bochmann and Steinbach,
- multiplicity-based AND, OR, EXOR decomposition of Wei Wan and Perkowski.

Next we introduce the Partition Calculus of Luba and our new Cube Diagram Bundles (CDBs for short), and demonstrate how all these decompositions can be implemented using CDBs.

In a separate paper, [] we discuss the very important problem of finding good free and bond sets of variables. We discuss a new method and compare it with the well-known methods:

- r-admissability (Luba et al).
- symmetries (Kim and Dietmeyer).
- heuristic search in tables (C. Files, H. Wu).
- cube calculus based correlation between variables (Wei Wan),
- entropy (C4.5 of Quinlan, the method of Zwick).
- reuse of the previously found partitions (Ashenhurst, Curtis, Walliuzzaman).

The problem of bond set encoding, and the related problem of function reusing, will be described in a separate, accompanying paper []. One more paper describes the concurrent column minimization/encoding approach []. Finally, a paper is devoted to solving the column compatibility problem [].

This report is organized as follows.
In section 2 we introduce a new representation of Boolean and Multi-valued Functions - Cube Diagram Bundles (CDBs). This general-purpose representation combines Cube Calculus [?], Decision

Diagrams [?] and Rough Partitions [?, 45, 67], and is especially efficient for very strongly unspecified functions. CDBs incorporate also a new concept of generalized don't cares for multiple-valued logic. This representation is next used to solve various decomposition problems that are important for Machine Learning and circuit design applications.

Sections 3 to 7 introduce several types of decompositions based on patterns found in this representation.

In section 3 general decomposition patterns with respect to EXOR, OR and AND gates are presented.
Section 4 presents the Immediate Decompositions that happen rarely but are of a good quality: Strong Gate Decompositions, and the Ashenhurst Decomposition. A new approach to Ashenhurst Decomposition [?] is also presented - it is shown that contrary to the more general case of Curtis Decomposition [?], the column minimization problem is polynomially complete, and we give an efficient algorithm to solve it.

Section 5 presents a new approach to Curtis Decomposition, which belong to the Basic Decompositions of the system. Although in some respects similar to the approach from [?], we use the new representation, and several of its partial problems are significantly improved. For instance, a new very efficient algorithm for coloring of the Column Incompatibility Graph is proposed, that utilizes the similarity of the graph coloring and the set covering problems, and thus gives an exact minimal coloring for any graph that corresponds to a non-cyclic set covering problem.

Section 6 introduces another new concept in logic synthesis: goal-oriented reduction schemes, which generalize the EXOR transformation of Curtis-nondecomposable functions from [?]. Any function can serve as a goal function, and three reduction types (EXOR, OR and AND) of reducing a given function to a goal function are presented.

Section 7 presents the "last-resort" decompositions and synthesis methods, used when all other efforts fail to find a good decomposition. They include Weak $A N D$ and Weak $O R$ Decompositions, $E X O R^{2}$ _SOP synthesis (this is a two-input EXOR gate of two SOP circuits used in several PLDs), ESOP, and other.

Section 8 presents the search strategy of using all the above decompositions and reductions.
In section 9 we present several applications of the presented approach to various known logic synthesis problems.

When reading this report, the reader has to bear the following in mind.

- We will refer to Karnaugh maps only for illustration and dydactic purposes.
- Multiplexers and logic gates such as AND or OR in decomposed functions are also mostly used only for illustration. They will not imply the realization method of the function.


### 1.1 Towards a Unified Approach to Decomposition.

Among several types of decomposition of single-output Boolean functions the most familiar is a simple disjoint decomposition. Let $F$ be a multiple-value or binary function representing functional dependence $Y=F(X)$, where $X$ is a set of multiple-value or binary variables and $Y$ is a set of binary output variables. Let $X=A \cup B, A \cap B=\oslash$ and $C \subseteq A$.

Then there is a functional decomposition of $F$ iff

$$
\begin{equation*}
F=H(A, G(B, C))=H(A, Z) \tag{1}
\end{equation*}
$$

where $G$ and $H$ denote functional dependencies: $G(B, C)=Z$ and $H(A, Z)=Y, Z$ is a set of two-valued variables. If $C=\varnothing$ then $H$ is called a simple disjoint decomposition of $F$. $B$ is called a bond set, and $A$ is called a free set.

Example of such a decomposition is shown in the block diagram from Fig. 1.
The function $F$ of inputs a, b, c, and d is decomposed to two subfunctions:

- Subfunction 2, denoted by $G(c, d)$ of inputs $c, d$. This subfunction will be called a predecessor function (a predecessor block, a recoder). Set of variables $\{c, d\}$ is a bond set.
- Subfunction 1 of inputs $a, b$ and $G$.

This subfunction, denoted by $H$, will be called a successor function (a successor block, an image function). Set of variables $\{a, b\}$ is a free set.

As we see, instead of realizing a four variable function we have now to realize one two-input function and one three-input function. Both functions can be next either directly realized, minimized using other circuit optimization techniques, or further decomposed.

Since each of the subfunctions can be further decomposed, a multi-level, tree-like implementation structure is created. (If the same function is used twice, the two instances can be merged (factorized), leading to blocks with higher than one fan-out - the circuit is thus no longer a tree, and it becomes a Directed Acyclic Graph (DAG).

Because in the area of circuit synthesis many computer programs for Boolean minimization, especially those that attempt at finding optimal solutions, are practicaly able to solve problems of limited size or even have constraints on the number of inputs, the decomposition into smaller circuits not only produces results of a smaller cost, but can also leads to optimal solutions sooner. Sometimes, the decomposition becomes the only way to obtain any results from the minimization programs.


Figure 1:

Decomposition can also assume specific kind of realization of a block: PLA, CLB of FPGA or PLD, standard cell libraries, etc.

Similarly, many problems related to decision making in the area of AI or data base design, are of the following nature: given a decision table - find the minimal decision algorithm associated with the table. This process includes reduction of attributes as well as reduction of decision rules and removing all superfluous decision rules from the algorithm. Again the above methodology when compared with circuit design approaches suffers from absence of functional decomposition strategies, as those applied for binary functions, especially for FPGA-based implementations [112, 85, 88]. Their promising results seem to indicate that the concept of functional decomposition should be investigated more generally and in more detail.

Understanding the principles of Boolean decomposition is therefore important for everybody who is interested in circuit synthesis, partitioned PLAs, FPGAs, automatic acquisition of rules for expert systems, machine learning, data-base compression, etc.

In some of our explanations below we will use multiplexers. A topic of design using multiplexers is closely related to decomposition and finds applications both in VLSI design and FPGA design. They are also closely linked to Binary Decision Diagrams (BDDs), since it is straightforward to implement a BDD with multiplexers. Use of multiplexers and generalized multiplexers in this paper will be applied by us as a dydactic method to simplify our explanations, and make them intuitive. Multiplexers will make also an easy link to multiple-valued, fuzzy and continuous logic, and the if-then-else rules.

One important topic related to decomposition is the representation of the Switching Functions, both binary, multiple-valued, fuzzy and continuous. We will illustrate the functions with Maps (both binary and multiple-valued), Cube Calculus Arrays, Decision Diagrams, and Partitions. It is very important that the reader is be able to make mental transitions from any of these representation models to any other. To help him to do this, we use the graphical methods. We will pay much attention in this paper to graphical methods, not to expect the reader to use them in hand design, but rather to help him in creating mental analogies that may be next instrumental in designing new methods and algorithms for decomposition.

## 2 Cube Diagram Bundles to Represent Discrete Mappings.

In this section we will present a new representation of Boolean and multiple-valued functions, called Cube Diagram Bundles. This representation is especially good for functions that are both very strongly unspecified and multiple-valued. The disjoint cubes of the original function as well as the original variables are re-encoded with a smaller number of new variables, so that several smaller BDDs are used to represent the function. This representation allows to efficiently implement algorithms based on the Cube Calculus and calculus of Rough Partitions.

As an application of this new general-purpose representation method we discuss in subsequent sections a generalized, goal-oriented multi-level decomposition, that makes special use of EXOR gates and EXOR-based decompositions. This unified approach includes the decompositions of Ashenhurst, Curtis, Steinbach et al, Luba et al, and Perkowski et al as special cases.

The presented representation can be applied to binary, multiple-valued, and fuzzy functions, both completely specified, incompletely specified, and with generalized multiple-valued don't cares. Other applications of the new representation, such as synthesis of EXOR_of_SOPs circuits, are presented briefly in [176].

Boolean and multiple-valued functions that include very many don't cares are becoming increasingly important in several areas of applications [155]. The new representation and several synthesis methods based on it will be very useful in the minimization of such functions, and, as we believe, also in generalpurpose logic synthesis.

In principle, two essentially different representation methods for Boolean functions have been successfully used in logic synthesis software: Cube Calculus (CC), and Decision Diagrams (DDs). Similarly, for multiple-valued logic, two representation methods have been proposed: Multiple-Valued Cube Calculus (Positional Notation), and Multiple-Valued Decision Diagrams. Various methods have been also proposed to extend these representations for standard input and output don't cares of multiple-valued functions.

All these representations are being contiuously improved with time, and several variants of them have been invented and proved superior in some applications. For instance, XBOOLE system of Bochmann and Steinbach [?] introduces Ternary Vector Lists (TVLs), a variant of Cube Calculus with disjoint cubes, new position encoding and new operations, and demonstrates its superiority on some applications. Similarly, Functional Decision Diagrams (FDDs), Kronecker Decision Diagrams (KDDs), Algebraic Decision Diagrams (ADDs), Moment Decision Diagrams (MDDs), and other Decision Diagrams (DDs) have been introduced and shown superior to the well-known Binary Decision Diagrams (BDDs) in several applications. In other related efforts: Luba et al [?] introduced a new representation of Rough Partitions and used it in few successful programs for Boolean and multiple-valued decomposition; and Truth Table Permutations to create BDDs are recently investigated [171, 174].

Cube calculus representation seems superior in problems where the synthesized circuit has a limited number of levels. Such problems include: Sum-of-Products (SOP) synthesis, Exclusive-Or-Sum-ofProducts (ESOP) synthesis, state assignment for PLA realization, Conditional Decoder (CDEC) networks synthesis [152], Three level AND/NOT Networks with True inputs (TANT) networks synthesis [149], and other.

On the contrary, the Decision Diagrams are superior for general-purpose Boolean function manipulation, tautology, technology mapping, and verification. They are also becoming a general tool in many areas, also outside circuit design, that deal with discrete functions.

This section introduces a new represention of binary and multiple-valued functions. More generally - a representation for discrete mappings and for some restricted class of discrete relations. We call this new representation the Cube Diagram Bundles ( $C D B$ ). Cube - because they operate on cubes as atomic representations, Diagrams - because they use Decision Diagrams (of any kind) to represent sets. Bundles - because several diagrams and other data are used together to specify a function or a set of functions.

CDBs are related to four representations known from literature:

- Cube Calculus [?],
- Decision Diagrams [?],
- Rough-Partitions [?],
- and Boolean Relations [172].

This new representation is general and can be applied to both binary and multiple-valued functions in the same way (multiple-valued functions can also represent finite state machines). The CBD representation allows to add and remove variables (i.e., inputs and functions) during the synthesis process, which would be difficult or inefficient using other representations. All operations are reduced in CBDs to set-theoretical operations on decision diagrams that constitute their part.

Let us observe, that the meaning of a representation in an algorithm is two-fold. First, it allows to compress data - the switching functions - so that the algorithm becomes tractable in time or in space. Secondly, any representation introduces certain bias for function processing, making some algorithms particularly suited for some representations, and less for the other ones. For instance, it is very easy to find a supercube of two cubes in Cube Calculus, but it is more difficult to accomplish this using the representation of Rough Partitions. While finding prime implicants, cubes are naturally suited to search for prime implicants from the smallest to the largest cubes, while the rough partitions are better suited to generate primes from the largest to the smaller ones. Rough partitions and BDDs are better than Cube Calculus to find cofactors, and so on.

We believe that it is not possible to create a single represention that will be good for all applications, and the progress of various representation methods in past years seems to support this opinion. Therefore, here we concentrate on an area that has not found sufficient interest until very recently, but one that in our opinion will be quickly gaining in importance: namely, the binary and multiple-valued, very strongly unspecified functions. We will call this class SUF - Strongly Unspecified Functions. Such functions occur in Machine Learning (ML) [93, 155], Knowledge Discovery in Databases (KDD), Artificial Intelligence (AI), and also in some problems of circuit design, such as realization of cellular automata. One can observe that many well known problems in logic synthesis can be also converted to binary SUF functions: for instance every multi-output function can be converted to a single output binary SUF. SUF functions are manipulated while solving some decision problems and Boolean equations. Also, every multiple-valued input function can be converted to a binary SUF. Multiple-Valued SUF occur in ML and KDD areas. Since state machines can be represented as Multiple-Valued SUF, we believe that there exist applications where state machines with very many don't cares are processed. Multiple-valued functions occur also in many problems of logic synthesis (such as for instance encoding for multiple-level logic), and are thus not necessarily related to designing circuits that have multiple-valued signals, We believe, therefore, that the concepts that we introduce here, mainly to use them in Machine Learning applications, will find in future more applications in circuit design problems as well.

One can think about a discrete function as a two-dimensional table - see Table 1, in which the (enumerated) rows correspond to the elements of the domain (the minterms) or to certain groups of elements of the domain (the cubes). The columns of the table correspond to the input and output variables. Sometimes, they correspond also to intermediate (auxiliary) variables, which can be (temporarily) treated as input or output variables. Let us observe, that such table is in a sense realized in cube calculus: where the cubes correspond to the rows. The disadvantages of cube calculus include however:

- some large multilevel functions, such as an EXOR of many variables, produce too many cubes after flattening, so that their cube arrays cannot be created,
- it is difficult to add and remove input and output variables to the cubes dynamically in the synthesis process,

|  | $a$ | $b$ | $c$ | $d$ | $f$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0,1 |
| 1 | 0 | 1 | 0 | 0 | 1,2 |
| 2 | 1 | 1 | 0 | 0 | 0 |
| 3 | 0 | 0 | 0 | 1 | 0,3 |
| 4 | 1 | 1 | 0 | 1 | 0,3 |
| 5 | 1 | 0 | 0 | 1 | 0,4 |
| 6 | 1 | 0 | 0 | 0 | 0,3 |
| 7 | 0 | 0 | 1 | 1 | 1,3 |
| 8 | 0 | 1 | 1 | 1 | 0,1 |
| 9 | 0 | 0 | 1 | 0 | 2,3 |
| 10 | 1 | 0 | 1 | 0 | 1,4 |
| 11 | 0 | 1 | 1 | 0 | 2,3 |

Table 1: Table 1. A Table of a mv-output Function with Generalized Don't Cares.

- in strongly unspecified functions we would need relatively few but very long cubes,
- column-based operations are global, and therefore slow.

Luba invented a new function representation called Rough Partitions (r-partitions, or RP) [?]. Rpartition is also called a cover. This representation stores r-partitions $\pi\left(v_{i}\right)$ for all input and output variables $v_{i}$ as lists of ordered lists. Each upper level list represents an r-partition $\pi\left(v_{i}\right)$ for variable $v_{i}$, and lower level lists correspond to the blocks of this partition. A block of partition $\pi\left(v_{i}\right)$ includes numbers of rows of the table that have the same value $V A L$ in the column corresponding to variable $v_{i}$. For instance, in ternary logic there are three blocks that correspond to values $V A L=0, V A L=$ 1 , and VAL $=2$, respectively. All operations are next performed on these r-partitions using r-partition operations that extend the classical Partition Calculus operations of product, sum and relation $\leq$ of Hartmanis and Stearns. Blocks included in other blocks are removed. The origination of a block is lost (by the origination of a block we mean which values of input variables this block comes from). This makes some operations in this representation not possible, and some other not efficient.

Our other source of inspiration while creating this representation was the concept of the Generalized Don't Cares [156]. In binary logic, a single-output function $F$ has two values: $F^{0}$ and $F^{1}$, and there exists one don't care $F^{\{0,1\}}$ that corresponds to a choice of any of these two values. Analogously, in a three-valued logic, function $F$ has three values: $F^{0}, F^{1}, F^{2}$ and there exist the following combinations of values: $F^{\{0,1\}}, F^{\{0,2\}}, F^{\{1,2\}}$, and $F^{\{0,1,2\}}$. The last one corresponds to a classical don't care, and will be called a standard don't care in the text. The other three combinations, however, have been not discussed before. We will define them all as the generalized don't cares. Similarly, the concept of generalized don't cares can be applied to $k$-ary logic for any value of $k$. This concept has applications for instance in Machine Learning and Knowledge Discovery from Databases. It has also some link to Boolean Relations. In this section, a multi-valued, multi-output function $F$ with generalized don't cares will be referred to as a function.

In CDB representation function $F$ is represented as a record of:

1. A pointer to a list $\operatorname{Var}(F)$ of primary input variables on which the function depends. The variables are sorted lexicographically.
2. A pointer to a list $\operatorname{In} p(F)$ of vectors of primary input columns. The vectors are in the same order as the input variables. Each vector has as many positions as the corresponding variable has values, and the positions are sorted starting from 0 to $k-1$, where $k$ is the number of values. Each position of the vector is a pointer to a DD. These are called "input value DDs."
3. A pointer to a list $\operatorname{Out}(F)$ of vectors of output columns. This list is analogical to the $\operatorname{Inp}(F)$ list. The DDs in the vectors in this list are called "output value DDs." The "input value DDs" and the "output value DDs" are called "value DDs".

The representation of Luba has been used only for decomposition, and CDBs are a general-purpose function representation designed for speed and data compression - there are then several differences of CDBs and the representation of Luba. For efficiency of operations, the CDB of $F$ stores also the list of primary input variables on which $F$ depends (some of them can be still vacuous). It stores vectors of function values, and not rough partitions. This means, inclusion operations on blocks are not performed, and we keep track on the origin of each block - what value of the variable it corresponds to. In case of cofactors, we store then the cofactor functions, and not their equivalence classes. CDBs represent functions with generalized don't cares, while Luba represents only classical don't cares (this is reflected in the way how DDs for output variables are created in CDBs). The rows (their numbers) correspond in Luba's approach to minterms or arbitrary cubes, while they correspond to disjoint cubes in CDBs. All sets are represented as ordered lists in RP and as Decision Diagrams in CDBs. Currently we use standard BDDs, but any kind of decision diagrams can be used. Because the sets are represented as DDs, CDBs introduce new variables to realize these DDs with. They are called the secondary input variables. The number of these variables is usually much smaller than the number of primary input variables, and the complete freedom of encoding rows with these new variables allows to minimize the size of all BDDs. This property is totally missing in Rough Partitions and exists only in [171, 174]. While the authors from [171, 174] solve it as a truth-table permutation problem, we solve it as a cube encoding problem, which is more general.

Example 1: Tables and encodings of functions. The first example illustrates a table and encoding for a binary-input, binary-output completely specified function. A Kmap with primary input variables $a, b$, and $c$ is shown in Fig. reffig:fig1ma. This table has four disjoint cubes. Two are OFF cubes, enumerated 0 and 1, and two are ON cubes, encoded by 2 and 3 . As the results of encoding of primary cubes with secondary input variables, $x$ and $y$, a new map from Fig. ??b is created. Figure 1a,b shows clearly how cubes of the first map are mapped (encoded) to the minterms of the secondary map. The table for the function from Fig. ??a is shown in Fig. ??c, and the encodings of its rows to secondary input variables is shown in Fig. ??d.

The function is specified as the following CDB.
$\operatorname{Var}(F)=\{a, b, c\}$.
$\operatorname{Inp}(F)=\{[$ pointer to $\operatorname{BDD}$ for $\{0,1,2\}$, pointer to $\operatorname{BDD}$ for $\{1,2,3\}], ; ; ;$ for variable $a$.
[ pointer to $\operatorname{BDD}$ for $\{0,3\}$, pointer to $\operatorname{BDD}$ for $\{1,2\}$ ], $; ; ;$ for variable $b$.
[ pointer to $\operatorname{BDD}$ for $\{0,2,3\}$, pointer to $\operatorname{BDD}$ for $\{0,1,3\}]\} ; ; ;$ for variable $c$.
Out $(F)=\{[$ pointer to $\operatorname{BDD}$ for $\{0,1\}$, pointer to $\operatorname{BDD}$ for $\{2,3\}]\} ; ; ;$ for variable $f$.
The second example, see Table 1, presents a table for a binary-input, 5 -valued-output incompletely specified function with generalized don't cares. The map for this function is in Fig. 5a. In this case:
$\operatorname{Out}(F)=\{[$ pointer to $\operatorname{BDD}$ for $\{0,2,3,4,5,6,8\}$, pointer to $\operatorname{BDD}$ for $\{0,1,7,8,10\}$,
pointer to $\operatorname{BDD}$ for $\{1,9,11\}$, pointer to $\operatorname{BDD}$ for $\{3,4,6,7,9,11\}$, pointer to $\operatorname{BDD}$ for $\{5,10\}]\}$
$; ; ; ;$; for 5 -valued output variable $f$.
The third example presents a table, Fig. ??f, for an incompletely specified function with standard don't cares from Fig. ??e. It has two binary input variables, $a$ and $b$; a ternary input variable $c$, and a 3 -valued-output. The encoding of primary cubes with secondary inptut variables $x$ and $y$ is shown in Fig. ??g.

The function is specified as the following CDB.
$\operatorname{Var}(F)=\{a, b, c\}$.
$\operatorname{Inp}(F)=\{[$ pointer to $\operatorname{BDD}$ for $\{1,2,3\}$, pointer to $\operatorname{BDD}$ for $\{0,1\}], ; ; ;$ for binary variable $a$.
[ pointer to $\operatorname{BDD}$ for $\{0,3\}$, pointer to $\operatorname{BDD}$ for $\{1,2\}$ ], ;;;; for binary variable $b$.
[ pointer to $\operatorname{BDD}$ for $\{0,3\}$, pointer to $\operatorname{BDD}$ for $\{1,3\}$, pointer to $\operatorname{BDD}$ for $\{2\}$ ] $\}$ ;;;; for ternary variable $c$.

a)

e)

| row <br> (cube | input <br> variables |  | input <br> variable |  |
| :---: | :---: | :---: | :---: | :---: |
|  | a | b | c | f |
| 0 | 0 | 0 | - | 0 |
| 1 | - | 1 | 1 | 0 |
| 2 | - | 1 | 0 | 1 |
| 3 | 1 | 0 | - | 1 |

c)

| row | a | b | c | f |
| :--- | :---: | :---: | :---: | :---: |
| 0 | 1 | 0 | 0 | 0 |
| 1 | - | 1 | 1 | 1 |
| 2 | 0 | 1 | 2 | 2 |
| 3 | 0 | 0 | 0,1 | 2 |

f)

| x | y |
| :---: | :---: |
| 0 | 0 |
| 0 | 1 |
| 1 | 0 |
| 1 | 1 |

d)

| x | y |
| :---: | :---: |
| 0 | 0 |
| 0 | 1 |
| 1 | 0 |
| 1 | 1 |

g)

Figure 1. Mapping from primary to secondary variables: (a) original function with primary input (b) swcondary space with secondary input
(c) table of function $f$
(d) encoding of primary cubes

MV function: (e) K-map
(f) table
(g) encoding to secondary variables
$\operatorname{Out}(F)=\{[$ pointer to $\operatorname{BDD}$ for $\{0\}$, pointer to $\operatorname{BDD}$ for $\{1\}$, pointer to $\operatorname{BDD}$ for $\{2,3\}]\}$ ;;; for ternary variable $f$.
Let us observe, that standard don't care positions are not stored in tables and CDBs, but generalized don't care positions are stored.

The following points about CDBs are important to note:

1. The definition of a Binary Cube Diagram Bundles and Multiple-valued Cube Diagram Bundles (mvCDBs) are exactly the same. Therefore, the same manipulations can be applied to them.
2. All Boolean operations on CDBs can be easily realized as set-theoretical operations on corresponding DDs. Therefore, part of our research plan is to test which of the known DDs are the best ones to represent the sets that occur in logic decomposition.
3. The important concept of a cofactor is calculated, that also uses only the set-theoretical operations. The cofactor $C F$ of $F$ with respect to cube $C$ is calculated as follows:

$$
C F:=\mathrm{DD}(F) \wedge \mathrm{DD}(C), \quad \operatorname{Var}(C F):=\operatorname{Var}(F)-\operatorname{Var}(C)
$$

4. The concepts of derivative, differential, minimum, maximum, k-differential, k-minimum, and kmaximum of a function [?] are also realized. Since all these operations are based on the cofactor operator and the set (Boolean, multi-valued) operations, they can be easily realized with respect to points 2 and 3 above.
5. A CDB represents a set of cubes. Each true minterm in $\operatorname{DD}(\mathrm{F})$ is an ON cube in function $F$ on primary variables, and each false minterm in $\mathrm{DD}(\mathrm{F})$ is an OFF cube.
6. There is no difference in the representation of primary input variables, auxiliary variables and output variables. For instance, CDBs are good to represent functions defined on Boolean operators on input variables, one can just add new "columns" representing these operators to the CBD. This means, new sets of "value DDs" are added for auxiliary variables. For instance, to check a separability of a function to unate functions, one just introduces new input variables, like $A_{1}=$ $\bar{A}$. Similarly, one can create new variables $A_{2}=a \oplus b, A_{3}=a \cdot b, A_{4}=a+b$ by adding them to the CDB. This property allows also to realize algorithms that operate on output functions as on variables, to use auxiliary functions for synthesis, and to re-use the existing functions in the synthesis process.
7. There exist one more variant of CDBs, that we call encoded CDBs, or ECDBs. For instance, when there are four values of variable $v_{i}$, the standard CDB would create four DDs for this variable. However, the ECDB would create only two "encoded" DDs. This obviously saves space. Operations on ECDBs are very similar to those on CDBs, and they will be discussed more detail in one of subsequent paragraphs.

The input data are being read incrementally in the form of disjoint cubes of primary variables (rows of the "table"). During this process, the primary cubes are being heuristically encoded as minterms in the new space of secondary variables. The goal of this encoding is to simplify all DDs of the CDB. This is done in such a way that false minterms being encodings of all primary OFF cubes, are grouped near cell $0 \ldots 0$ (the minimum minterm in the space of new variables). Similarly, true minterms of new space being encodings of all primary ON cubes, are grouped near cell $1 \ldots 1$ (the maximum minterm in the new space). In addition, the larger the cube, the closer it should be located to the minimum or the maximum cell, respectively. If a cube is an ON cube is some and an OFF cube in some other output functions it is located closer to cell $0 \ldots 0$ or $1 \ldots 1$, depending in how many functions it is ON or OFF - the predominantly ON cubes are placed near to $1 \ldots 1$, and so on. Moreover, the cube encoding algorithm attempts to fill those cubes in the new space that are of smaller Hamming distances with either the minimum or the maximum minterm, in such a way that as many as possible of these cubes become
completely filled with the same types of minterms. These all attempts are done for all value DDs of the CDB in parallel.

## 3 Designs Realized With Multiplexers.

Let us first describe how Karnaugh maps (K-maps for short) can be used to implement a singleoutput function using multiplexers.

Example 3.1 Let us assume that we want to realize the four-input function $f 1(a, b, c, d)$, shown in Fig. 2a, using a $4 \times 1$ multiplexer with two select lines ( 2 bit address).


Figure 2:
Let as further assume that inputs $a, b$ were selected as address inputs of the multiplexer. We will say that the set of address variables is $\{a, b\}$ or that variables $a$ and $b$ are the address variables. Then, for $a=0$ and $b=0$ a function described in row $\bar{a} \bar{b}$ of the K-map should be realized as the function $f 1(a=0, b=0, c, d)$. Let as denote the function from row $\bar{a} \bar{b}$ as $f 1(0,0, c, d)$. The other used by notation will be $f 1_{0}(c, d)$. To realize function $f 1(a, b, c, d)$ we will then provide a function $f 1(0,0, c, d)$ on the data input number 0 (which denotes $[a, b]=[0,0]$ ) in the multiplexer. Similarly, the function from row 2 , $a=0, b=1$, will be provided at data input 1 , the function from row $4, a=1, b=0$, will be provided at data input 2 of the multiplexer, and the function from row $3([a, b]=[1,1]$ ), will be provided at data input 3. This is shown in Figure 2b.

Now our task is to find the realizations of the functions:
$f 1(0,0, c, d)=f 1_{0}(c, d)$,
$f 1(0,1, c, d)=f 1_{1}(c, d)$,
$f 1(1,0, c, d)=f 1_{2}(c, d)$,
$f 1(1,1, c, d)=f 1_{3}(c, d)$.
These functions, called cofactors with respect to set of (address) variables $\{a, b\}$, are specified by the corresponding loops in the K-map: $\bar{a} \bar{b}, \bar{a} b, a \bar{b}$, and $a b$, respectively. The functions $\bar{a} \bar{b}, \bar{a} b, a \bar{b}$, and $a b$ we will denote as loop functions. For better manipulation, the inexperienced user can rewrite each cofactor in the form of a separate K-map. As we see, all of these cofactors are functions of the variables $c$ and $d$ only, as shown in the K-maps in Fig. 3.

Before getting some experience in manipulating such maps, we can transfer these functions to Kmaps of a more familiar form, as shown in Fig. 4. After solving few examples, however, the reader
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Figure 5:
should get enough proficiency to be able to omit this step and operate directly on the initial submaps of the K-map.

The data input functions $f 1_{0}, f 1_{1}, f 1_{2}, f 1_{3}$ can be now realized using any of the well-known Boolean minimization methods. The corresponding circuit realization is shown in Fig. 5.

Note that, in contrast to the well-known approaches to decomposition, we do not need to use Marquand or decomposition charts to find multiplexer realizations for other sets of address variables. The process of finding the circuit when some other input variables, $c$ and $d$, are assumed as the address variables is shown in Fig. 6.

This realization costs less than the previous one since an inverter is used instead of an equivalence gate (EXNOR). Similarly, assuming address variables $a$ and $c$ (Fig. 7 a ), the functions $f 1_{0}(b, d), f 1_{1}(b, d)$, $f 1_{2}(b, d), f 1_{3}(b, d)$ will be as shown in Fig. 7b and the realization as shown in Fig. 7c. Note the inverse order of variables in the headings of some of maps from Fig. 7b. If the designer has difficulties in using the "inverse" K-maps, he can rewrite some of them as shown in Fig. 7d. After solving few examples, however, the reader achieves enough proficiency to be able to omit this step, and operate directly on the "inverse submaps" of the K-map. The realization shown in Fig. 7c has the same cost as one from Fig. 5.

We are now able to formulate the design method for designs implemented with multiplexers. For each possible subset of variables that are used as the address variables, the corresponding loops in the K-map must be drawn. Fig. 8 shows loops for all the possible sets of address variables for 4 -variable functions. It is easy to start with the loop corresponding to the product made up of noninverted address
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Figure 7:
variables (such products are shown in bold - for instance group 3 for $a b$ in Fig. 8a). Drawing of the remaining loops for these variables can be quickly achieved by taking the mirror image of the initial loop with respect to all the possible combinations of values of corresponding address variables. For instance the group 1 in Fig. 8a is a mirror image with respect to variable $a$, the group 2 with respect to variable $b$, and group 0 with respect to both variable $a$ and variable $b$.

We denote the set of address variables by $A D D R$.
The design method for circuits implemented with multiplexers can be then summarized as follows:

1. Draw the K-map for the function $F(X)$.
2. Find all the possible subsets $A D D R$ of input variables to be used as the address variables.
3. Draw the initial loop and then all the remaining loops for each set $A D D R$ of address variables, as shown in Fig. 8.
4. For each subset $A D D R$ of address variables:

- draw loop functions $f_{i}(X-A D D R)$ for all the cofactors of this address set.
- realize loop functions $f_{i}(X-A D D R)$ using any Boolan minimization method (including realization with multiplexer, recursively), but use the same function for as many multiplexer inputs as possible.
- evaluate the cost of the solution by adding the realization costs of various cofactors.

5. Select the best solution for all the address sets out of those found in step 4.

Experienced designers can practically apply this method in K-maps using not more than ten variables. In the age of computers, of course, we do not advocate to use K-maps, we would like to point out, however, that good understanding of maps, decision diagrams and partitions is crucial in quick acquisition of ideas from the research literature and also in creating new, improved and more general decompositions. Many design short-cuts are possible to find good solutions without investigating all address sets.

In paper [] we illustrate how the above method can be extended to design with generalized multiplexers in multiple-valued, fuzzy and continuous logics.


Figure 8:

## 4 Basic Patterns for Decompositions.

The authors are aware of only three types of decomposition in the literature that are essentially distinct and that make use of the concept of partitioning of input variables to bond and free sets: Curtis Decomposition [?], Steinbach et al (XBOOLE) Decomposition [?], and Perkowski et al (PUB) Decomposition [148, 147, 156]. The decompositions of Ashenhurst [?]; Luba et al [?]; Lai, Pedram et al [?], and many other are just special cases, or different realizations, of the Curtis decomposition [156]. While most authors differentiate between disjoint and non-disjoint decompositions, the concept of the Repeated Variable Maps (RVMs), introduced below, allows to explain them in a uniform way, and the CDBs allow to realize all these decompositions uniformly in software (including those from $[?, 148,147,156])$.

In RVM, the rows of the map correspond to the Row Variables, and the columns correspond to the Column Variables. As we see, the Row Variables can be represented as $A \cup C$, and the Column Variables can be represented as $B \cup C$. Using Curtis terminology, set $B \cup C$ is a bond set, and set $A \cup$ $C$ is a free set. If $C=\phi$ the decomposition is disjoint and the RVM becomes a standard Karnaugh Map. If $C \neq \phi$ the decomposition is non-disjoint and the RVM is incompletely specified, even if the original function is completely specified. Every variable in $C$ is called a repeated variable. Let us observe, that every repeated variable creates a map of one dimension higher, in which all newly introduced cells are don't cares. For instance, if the original map is completely specified and has 4 variables, $a, b, c, d$, the bond set is $\{a, c, d\}$ and the variable $a$ is a repeated variable, the new $4 * 8$ map will have three variables for columns and two variables for rows (variable a stands in both rows and columns). Half of the RVM are don't cares. If variables $a$ and $c$ were repeated, and $\{a, c, d\}$ were a bond set, the new $8 * 8$ map will have three variables for columns, and three variables for rows. It will have $75 \%$ of don't cares. As we see, even starting with a completely specified function, by repeating variables, very quickly one has to deal with very strongly unspecified functions. In addition, in ML applications, even the initial data can have more than $99.99 \%$ of don't cares. It is than absolutely crucial to be able to represent and manipulate such functions efficiently.

The main observation of our unified and generalized approach is the observation that all decompositions [?, ?, 148, 147, 156, ?] use certain fundamental patterns in cofactors. These patterns can be easily observed in rows and columns of the RVM. Let us remind that both the rows and the columns of RVM correspond to cofactors with respect to cubes on literals created from row and column variables, respectively.

Let us concentrate in this section on binary-valued-output multi-valued input functions. We will distinguish the following patterns in cofactors:

1. Pattern of don't cares. We will call it the DC Pattern.
2. Pattern of ones (and possibly don't cares). We will call it the ON Pattern.
3. Pattern of zeros (and possibly don't cares). We will call it the OFF Pattern.
4. Pattern of function $F$ with zeros, ones, (and possibly don't cares). We will call it the F Pattern.
5. Pattern of function $\bar{F}$ with zeros, ones, (and possibly don't cares) We will call it the $\bar{F}$ Pattern.
6. Pattern being either the DC Pattern or the ON Pattern. We will call it the DC/ON Pattern.

Similarly we can define other combined patterns of DC, ON, OFF, $F$, and $\bar{F}$. Let us observe that if a function has DC/ON/OFF pattern on columns then it is independent on the variables from the bond set. Analogically, if a function has DC/ON/OFF pattern on rows then it is independent on the variables from the free set. Let us observe, that some column can be characterized as having either an ON pattern or an $F$ pattern. There exist more characteristic patterns that we do not discuss here for the lack of space, and all possible decomposition methods are based on finding these patterns in functions.

Definitions of Patterns. Row $O R$ decomposition exists with respect to the set of row variables $R V$ if there exists at least one row that has the ON Pattern. Row AND decomposition exists with respect to the set of row variables $R V$ if there exists at least one row that has the OFF Pattern. Let us observe that in the above two cases, patterns OR and AND can be found immediately, without comparing them to other patterns of rows. Row EXOR decomposition exists with respect to the set of row variables $R V$ if all patterns for rows can be Patterns $F$ and $\bar{F}$. Let us observe, that in this case every DC, ON and OFF row must be here characterized as either an $F$ or $\bar{F}$ pattern, if possible. This case is then more difficult than the first two. Column $O R$ decomposition exists with respect to the set of column variables $R V$ if there exists at least one column that has the ON Pattern. Analogically one can define the Column AND decomposition and the Column EXOR decomposition. Row and Column decompositions are also called Weak Decompositions [?]. There exist then Weak AND, Weak OR, and Weak EXOR decompositions.

Strong $O R$ decomposition exists with respect to a set of row variables $R V$ and a set of column variables $C V$ if there exists Row OR Decomposition, and next, after replacing the ON rows with don't cares, there exists a DC/ON/OFF Pattern on columns. Equivalently, Strong OR decomposition exists with respect to a set of column variables $C V$ and a set of row variables $R V$ if there exists Column OR Decomposition, and next, after replacing the ON columns with don't cares, there exists a DC/ON/OFF Pattern on rows. Strong $A N D$ decomposition exists with respect to a set of row variables $R V$ and a set of column variables $C V$ if there exist Row AND Decomposition, and next, after replacing the OFF rows with don't cares, there exists a DC/ON/OFF Pattern on columns. Equivalently, Strong AND decomposition exists with respect to a set of column variables $C V$ and a set of row variables $R V$ if there exist Column AND Decomposition, and next, after replacing the OFF columns with don't cares, there exists a DC/ON/OFF Pattern on columns. Strong EXOR decomposition exists with respect to a set of row variables $R V$ and a set of column variables $C V$ if there exist Row EXOR Decomposition, and Column EXOR Decomposition. Strong $O R / A N D$ decomposition exists with respect to a set of row variables $R V$ and a set of column variables $C V$ if there exist ON Patterns of rows, and next, after replacing the ON rows with don't cares, there exists a Strong AND decomposition. Or, Strong $O R / A N D$ decomposition exists with respect to a set of column variables $C V$ and a set of row variables $R V$ if there exist ON Patterns of columns, and next, after replacing the ON columns with don't cares, there exists a Strong AND decomposition. There are several other complex patterns of this type. AND, OR and EXOR decompositions will be called the Basic Gate Decompositions. OR/AND, AND/OR and other of this type will be called the Complex Gate Decompositions. They are all called Immediate Decompositions.

An example of the RVM is shown in Figure ??. Fig. ??a presents a standard Kmap of 3-input function $f$. Assuming $b$ to be a repeated variable, the Bond Set $\{b, c\}$ (the columns) and the Free Set as $\{a, b\}$, one creates a RVM from Fig. ??b. Let us observe that ON Patterns $b \bar{c}$ and $a \bar{b}$ exist in this RVM, which lead to Strong OR Decomposition: $f=b \bar{c}+a \bar{b}$. Similarly, for the same RVM in Fig. ??c, the OFF Patterns $(a+b)$ and $(\bar{b} \bar{c})$ are found, which lead to the Strong AND Decomposition: $(a+b)$ $\cdot(\bar{b} \bar{c})$. Finally, for the same RVM in Fig. ??d, the Column Patterns $F$, and $\bar{F}$ and the Row Patterns $G$, and $\bar{G}$ are found as shown with loops on the map in Fig. ??d. These patterns lead to Strong EXOR Decomposition: $(b c) \oplus(a+b)$ from Fig. ??e. Fig. 2e clearly shows the incomplete patterns from Fig. ??d after their completion with 0's and 1's. Bold symbols correspond to original cares from the RVM.


Figure 2. Basic patterns and decompositions.

## 5 Ashenhurst Decompositions for Completely Specified Functions.

### 5.1 Disjoint Ashenhurst Decomposition of Completely Specified Functions.

Example 5.1 Let us first observe that function $f 1_{0}(c, d)$ in Fig. 5 is the negation of function $f 1_{1}(c, d)$. Therefore, the realization from Fig. 5 can be re-drawn as shown in Fig. 9.

Next, the function from Fig. 9 can be represented in a block diagram form as in Fig. 1. This figure represents a general scheme of the classical (simple) disjunctive decomposition of a single output Boolean function with the set of bond variables $\{\mathrm{c}, \mathrm{d}\}$ and the set of free variables $\{\mathrm{a}, \mathrm{b}\}$. Such decompositions are discussed, among others, in [164].

At this point the question arises -
"How to find from the function's K-map whether this function is decomposable for the set of address variables selected".

It is obvious from Figs. 9 and ?? that if we want to have a single connection from predecessor to successor then all of the data inputs to the multiplexer have to be a constant 0 , a constant 1 , an output of predecessor or a negation of predecessor (the negation is created inside of the successor). This is basically a proof of the Ashenhurst theorem [8].

The well-known Ashenhurst theorem can now be expressed as follows:
The function $f(X)$ is decomposable with free set $A$ and bond set $B$ if each of the subfunctions $f_{i}(B)$, called cofactors of the free set, is at most one of the following types:

- constant 0 ,
- constant 1 ,
- some function, call it $G(B)$,
- negation $\overline{G(B)}$ of this said function $G(B)$.

Let us observe, that the above condition is equivalent to the following:
The function $f(X)$ is decomposable with free set $A$ and bond set $B$ if each of the subfunctions $f_{i}(B)$ is at most one of the following types:


Figure 9:


Figure 10:

- some function, call it $K(B)$,
- some other function, call it $L(B)$,

If one draws a K-map with set of colums corresponding to bond set variables, the functions $K(B)$ and $L(B)$ will be called column functions, and the number of different column functions will be called the column multiplicity index. Analogously, for a given map, one can define the row multiplicity index. Function is Ashenhurst-decomposable with a bond set $B$ if the column multiplicity index is equal to two.

Let us now observe that the decomposition process can be performed graphically with use of K-maps even faster than the process of design with multiplexers. First, all the loops are drawn for the selected free variables, as previously. Next, we discard all the loops that include only zeros or only ones. Next, we denote one of the remaining loop functions as $G$. When all the remaining loops describe functions that are either $G$ or $\bar{G}$, we have found a decomposition. If we find at least one function that is not a $G$ and not a $\bar{G}$ either - then the Ashenhurst decomposition does not exist for the selected free variables. We can often quickly establish that the decomposition for a given set of free variables does not exist without checking too many loops for this set. Therefore with some experience the designer can quickly scan the loops to find nonexistence of a decomposition. He does this subsequently for all other sets of free variables. There is no need to redraw the sub-K-maps. To find the existence of the decomposition can be more time consuming and it may require, for K -maps with many variables, re-drawing of some submaps.

Example 5.2 Let us go back to function $f 1(a, b, c, d)$ from example 5.1. We assume address variables $a, b$. Loop $a \bar{b}$ of ones and loop $a b$ of zeros are discarded so only loops $\bar{a} \bar{b}$ and $\bar{a} b$ remain. Let us assume that $G=f 1_{0}$. Now it is easy to check that $f 1_{1}=\bar{G}$ and the theorem is therefore satisfied. The decomposed realization of this function is shown in Fig. 10.

The K-map of successor is created from the K-map of Fig. 2, $G$, and $\bar{G}$, as in Fig. 10a. This function is minimized using two-level Boolean minimization to the circuit from Fig. 10b.

Example 5.3 For the same function let us now select variables $c$ and $d$ as address variables (Fig. 6a).


Figure 11:

No loops can be discarded. Assuming $G=f_{0}(a, b)$ in column 0 (loop $\bar{c} \bar{d}$ ) we immediately see that function from loop $\bar{c} d$ is neither $G$ nor $\bar{G}$, so no decomposition exists with $c$ and $d$ as free variables.

Let us observe that if the decomposition exists the designer has a choice to implement each function either with a multiplexer for successor and efficient realization of data input functions, or successor can be realized using any other Boolean minimization method, for instance as a PLA, minimized with a two-level Boolean minimization program (as in Example 4.1). If the decomposition does not exist, the results of the above cofactor comparison are still useful for efficient design with multiplexers. Such designs can be found when simple cofactor functions exist, and only few types of cofactors exist (say, half of data inputs to a multiplexer - see section 7). Such functions are more likely to find when the function is strongly unspecified.

### 5.2 Non-disjoint Ashenhurst Decomposition of Completely Specified Functions.

Example 5.4 Let us again consider the function from Fig. 2a with variables $c$ and $d$ forming free set $A=\{c, d\}$ and variables $a$ and $b$ forming bound set $B=\{a, b\}$. For such defined free and bound sets no disjoint Ashenhurst decomposition exists (see Example 4.3). However, function may be decomposed using non-disjoint Ashenhurst decomposition technique. Let us consider decomposition scheme showed in Fig. 11a where variable $a$ belongs to both free and bound sets $a=A \cap B$ and $A=\{c, d, a\}, B=\{a, b\}$.

K-map for this scheme is shown in Fig. 11b. Don't cares in that map correspond to situations which never happen. For instance, in loop $\bar{c} \bar{d} \bar{a}$ situation where bound set $a=1$ never happens for loop definition assumes free set $a=0$ and, $a$ is the same variable for both free and bound sets. Let us denote the loop function $\bar{c} \bar{d} \bar{a}$ as $G$. To make the function decomposable, we have to fill up DCs in such a way that each loop function be either equal to $G$ or $\bar{G}$. That condition is met for $G=b(A=\{c, d, a\}$ and $B=\{b\})$ and $G=a \oplus b(A=\{c, d, a\}, B=\{a, b\})$.

Fig. 12 shows a different way of using K-map to make the same decomposition. Decomposition scheme from Fig. 12a is equivalent to the scheme from Fig. 11a. K-map is shown in Fig. 12b. The loops drawn in K-map correspond to free set variables $A=\{c, d, a\}$.


Figure 12:

To form K-maps for loop functions however, we procede in a way which is slightly different from the one used in former examples. K-map for the loop function $\bar{c} \bar{d} \bar{a}$ for instance, contain DCs for $a=1$ (for $a=0$ from the loop definition) and whatever is in the loop, for $a=0$. The K-maps for all the loops are shown in Fig. 12c. If the DCs in these K-maps may be filled up in such a way that we end up with a function $G$ (and possibly $\bar{G}$ ) then Ashenhurst decomposition exists. In our case we may fill up DCs to get $G=b(A=\{c, d, a\}, B=\{b\})$ or $G=a \oplus b(A=\{c, d, a\}, B=\{a, b\})$.

## 6 Ashenhurst Decomposition of Incompletely Specified Functions.

### 6.1 Disjoint Ashenhurst Decomposition of Incompletely Specified Functions.

Let us observe that our graphical method can be, with very little modification, applied to incompletely specified functions as well. First we remove loops that can be completed to all zeros, or that can be completed to all ones. Next we check whether the remaining loops can be completed to functions $G$ and $\bar{G}$.

Example 6.1 Given is function $f 2(a, b, c, d, e, f)$ from Fig. 13.
Assuming address variables $a$ and $b$, the loops are as shown in Fig. 13. We can immediately discard loop $\bar{a} b$ that can be completed to all zeros, as well as the loop $a b$ that can be completed to all ones. To help the reader the loops functions $\bar{a} \bar{b}$ and $a \bar{b}$ are rewritten to these of Fig. 14. It can be seen that both of them can be completed to the same function
$G=\bar{c} \bar{d} \bar{e} \bar{f}+c \bar{d} \bar{e} \bar{f}+\bar{c} \bar{d} \bar{e} f+c \bar{d} e \bar{f}+\bar{c} d e \bar{f}+c d e f+\bar{c} d \bar{e} f+c d \bar{e} \bar{f}=c+d+e+\bar{f}$
It is important to note that with some experience one does not have to draw all the loops in the K-map, but, remembering their shapes, can verify directly the existence of functions $G$ and $\bar{G}$.

Also, when checking the decomposition possibility (decomposability) for free (bond) sets, it is often not neccessary to generate loops systematically for all the possible free (bond) sets. Since we know that the existence of loops of zeros and loops of ones for some free set increases the possibility of a decomposition, we shall first find a large loop of zeros or large loop of ones, or a loop that can be completed to a loop of one of these types. Next we shall test the decomposition possibility for other loops created for the free set of the variables from this loop. If no decomposition exists for this free (bond) set, the decomposition for the next large loop of the above types is investigated.

Example 6.2 We will solve the example from p. 171 in [164].
$f(v, w, x, y, z)=\sum(3,4,5,7,9,15,17,21,22,28,29)+\sum_{\emptyset}(10,13,14,18,23,27,30,31)$
The K-map for this function is shown in Fig. 15.
First we try to find large loops that can be completed to loops of all zeros or to loops of all ones. A loop $x z$ is found as a loop that can be completed to ones - see Fig. 16. This suggests selecting the set $\{x, z\}$ as a free set. By examining the other loops for this set we find that loop $\bar{x} \bar{z}$ can be completed to all zeros. Now the remaining loops are found and compared (Fig. 17). As we see, assuming that loop $x \bar{z}$ corresponds to $G$, we notice that the loop $\bar{x} z$ will correspond to $\bar{G}$. The completion is shown in Fig. 18a.

Therefore the decomposition for free set $\{x, z\}$ is found, as shown in Fig. 18a. Fig. 18b, c presents two methods for realization of function $f(x, z, G)$. The final circuit is presented in Fig. 18e.
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### 6.2 Non-disjoint Ashenhurst Decomposition of Incompletely Specified Boolean Functions.

See section 18, example 5.4, and section 6.1.

### 6.3 Non-disjoint Ashenhurst Decomposition of Incompletely Specified MultipleValued Functions.

To determine whether a function is decomposable we may use mv extension of the Ashenhurst theorem. Ashenhurst theorem for binary functions states that a function is decomposable if the column multiplicity of its K-map is less then or equal to two. Multiple valued logic function exension of this theorem states that column multiplicity must be less than or equal to $n$, where $n$ is the number of values the function can take (for binary function $n=2$ ).

Multiple-valued function (three possible values: 0, 1, 2) which is defined in Fig. 19 is Ashenhurst decomposable because the column multiplicity is equal to three ( $00,02,12 ; 10,01,21 ; 20,11,22$ ).

Incompletely specified (with "don't cares") mv function however, requires mv don't care definition.
In the case of binary function, DC in the function output means that the output is either 0 or 1 . For mv function there are two ways of generalizing the concept of DC. One is, that any possible output value of the function may be taken (as for binary function). The other is that any subset of more than one value may be taken. For instance, in three-valued logic, the logic values are 0,1 , and 2 , and the generalized don't cares are:

- $\{0,1\}$ - function may take either 0 or 1 value
- $\{1,2\}$ - function may take either 1 or 2 value
- $\{0,2\}$ - function may take either 0 or 2 value
- $\{0,1,2\}$ - function may take any out of $0,1,2$ values

As an example, let us again consider the function from Fig. 19 with DC of type $\{0,1\}$ in the field 022 ( $a=0, b=2, c=2$ ). Since this field can only take 0 or 1 value the function in not decomposable (column multiplicity is equal to four). However, if we put DC of any other type (containing 2) in the same field, the function will become decomposable.

Non-disjoint Ashenhurst decomposition is the one having non disjoint bound $(B)$ and free ( $A$ ) sets. If we choose $A=\{a, b\}$ and $B=\{b, c\}$ for the function from Fig. 19 we will come out with K-map in Fig. 20. The empty fields are DC fields of type $\{0,1,2\}$, which means that they may be replaced by 0,1


Figure 18:

| ${ }^{\text {bc }} 00$ |  | 0 | 20 | 01 | 111 | 21 | 02 | 2 | 22 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 2 | 1 | 2 | 1 | 0 | 0 | 2 |
| 1 | 0 | 0 | 2 | 0 | 2 | 0 | 0 | 0 | 2 |
| 2 | 2 | 2 | 1 | 2 | 1 | 2 | 2 | 2 | 1 |

y
$a, b, c, y=\{0,1,2\}$
Figure 19:
or 2 value. Since the disjoin decomposition exists non-disjoint decomposition exists either. Non-disjoint decomposition however, is usually used to decompose functions which are not disjoint decomposable.

| ab ${ }^{\text {b }}$ |  | 10 | 20 | 01 | 11 | 21 | 02 | 12 | 22 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 00 | 0 |  |  | 1 |  |  | 0 |  |  |
| 10 | 0 |  |  | 0 |  |  | 0 |  |  |
| 20 | 2 |  |  | 2 |  |  | 2 |  |  |
| 01 |  | 1 |  |  | 2 |  |  | 0 |  |
| 11 |  | 0 |  |  | 2 |  |  | 0 |  |
| 21 |  | 2 |  |  | 1 |  |  | 2 |  |
| 02 |  |  | 2 |  |  | 1 |  |  | 2 |
| 12 |  |  | 2 |  |  | 0 |  |  | 2 |
| 22 |  |  | 1 |  |  | 2 |  |  | 1 |

a, $b, c, y=\{0,1,2\}$
Figure 20:


Figure 21:

## 7 Analytical Decomposition of Incompletely Specified Single-Output Boolean Functions.

The analytical method presented below serves to explain the computer algorithm from next sections. Our goal is to find an analysis method to check if the completion to $G$ and $\bar{G}$ exists for a given free set A.

Definition 7.1 By a loop pair we will understand a pair:

$$
[\text { loop, respective loop function }]=[\operatorname{loop}, f(l o o p)]
$$

Definition 7.2 Two functions are called the compatible functions when they can be completed to the same function.

Definition 7.3 Two loop pairs $p_{1}=\left[l_{1}, f\left(l_{1}\right)\right]$ and $p_{2}=\left[l_{2}, f\left(l_{2}\right)\right]$ are called compatible loop pairs when $f\left(l_{1}\right)$ and $f\left(l_{2}\right)$ are compatible functions.

Definition 7.4 The operation of merging, with two functions $f_{1}$ and $f_{2}$ as arguments, produces the least defined function $f=f_{1} \diamond f_{2}$ that completes both of them by replacing dont-cares with zeros or ones.

This is done on a cell-by-cell basis: If a cell has the same value in both functions, this value is retained, don't care and cell will give the value of this cell: $1 \diamond 1=1,0 \diamond 0=0,1 \diamond-=1,0 \diamond-=0$. If the respective cells have values 1 and 0 , the merging cannot be done (we denote this by $1 \diamond 0=e$ ) and we say that functions $f_{1}$ and $f_{2}$ are not compatible.

Definition 7.5 Two loop pairs $p_{1}=\left[l_{1}, f\left(l_{1}\right)\right]$ and $p_{2}=\left[l_{2}, f\left(l_{2}\right)\right]$ are merged to a loop pair $\left[\left\{l_{1}, l_{2}\right\}, f\left(l_{1}\right) \diamond f\left(l_{2}\right)\right]$ if $f\left(l_{1}\right)$ and $f\left(l_{2}\right)$ are compatible functions.

The reason to introduce loop pairs is to allow performing operations on the respective loop functions but keeping track of what loops are the merged functions coming from.

Let us first observe that the relation of loop pair compatibility is not an equivalence relation.
Example 7.1 Let us consider a function given in a Karnaugh map of Fig. 21, assuming $B=\{c, d, e\}$.


Figure 22:

The free set $B=\{c, d, e\}$, so the loop functions correspond to the columns of the map. After removing the loop $\bar{c} \bar{d} \bar{e}$ of 1's and the loop $c d \bar{e}$ of 0's, the loop pair Compatibility Graph of Fig. 22 is created with the remaining loop pairs as nodes.

Let us observe, that one can create a Compatibility Graph for nodes found from the free set and for nodes found from the bond set. We will call them, Free Set Compatibility Graph, and Bond Set Compatibility Graph, respectively.

The compatibility of two loop pairs in the graph is denoted by an edge between the corresponding nodes. Let us for instance compare loop functions for columns 011 and 010 (loops $\bar{c} d e$ and $\bar{c} d \bar{e}$ ). The loop function for a column will be denoted in the current section, for the sake of explanation, as the string of symbols 0,1 , and -, in the same order, as they are in the column from the top to the bottom. The computer representation of loop functions will be discussed in the next section, when the computer program will be presented. The loop function for column 011 (loop $\bar{c} d e$ ) is $0-10$, and the loop function for column 010 is $0-1$-. These loop functions are compatible. This is denoted in cube calculus as: $0-10 \diamond 0-1-=0-10$. By $\diamond$ we denote the merging (common minimal completion) operation of functions represented as cubes. The respective loop pairs are then compatible as well:
$[\bar{c} d e, 0-10][\bar{c} d \bar{e}, 0-1-]=[\bar{c} d e, \bar{c} d \bar{e}, 0-10]$.
Compatibility of loop pairs is denoted as an edge between nodes
$[\bar{c} d e, f(\bar{c} d e)]$ and $[\bar{c} d \bar{e}, f(\bar{c} d \bar{e})]$.
In our notation, the nodes: $[\bar{c} d e, 0-10]$ and $[\bar{c} d \bar{e}, 0-1-]$ (see Fig. 22).
Similarly, loop pairs $[\bar{c} d \bar{e}, 0-1-]$ and $[c d e,-0-1]$ are compatible, since $0-1--0-1=0011$. However loop pairs $[\bar{c} d e, 0-10]$ and $[c d e,-0-1]$ are not compatible since $0-10-0-1=001 e$ (by $e$ we denote the incompatible 0 and 1 in the lowest row of the K-map).

Therefore, the relation of compatibility is not transitive and hence it is not an equivalence relation.
Let us observe, that for a completely specified function the relation of compatibility is an equivalence relation, which makes the whole problem much easier.

Using the method shown above one can create the loop pair compatibility graph from Fig. 22. The next stage is to find a partition of this graph to two maximum cliques. A clique of a graph is a subgraph with any two nodes linked by an edge (a complete graph). The maximum clique is a clique with the maximum number of nodes (a clique that is not included in another clique). If after merging the loop functions from the first clique we would create function $G$ then the merging from the another clique should be $\bar{G}$, otherwise there is no decomposition. The classical decomposition of the function does not exist in one of the following two cases:

- there is more than two cliques in the minimal partition.
- $\diamond_{c_{i} \in C_{1}} c_{i} \neq \nabla_{c_{j} \in C_{2}} c_{j}$
i.e. the two mergings from the cliques $C_{1}$ and $C_{2}$ can not be completed to functions $G$ and $\bar{G}$ being the mutual negations.

The fact that the relation of compatibility is not an equivalence relation makes the search for maximum cliques more difficult.

We can create a simple sequential clique-growing algorithm in which the two cliques are extended step-by-step, starting from any loop pair. For instance, by selecting first the loop pair $[\bar{c} \bar{d} e, 011-]$ and next the pair [ $\bar{c} d e, 0-10$ ] we create a merged loop pair [ $\bar{c} \bar{d} e, \bar{c} d e, 0110$ ]. Now [ $\bar{c} d \bar{e}, 0-1-]$ is selected and we join it to this loop pair: $[\bar{c} \bar{d} e, \bar{c} d e, \bar{c} \bar{d} e, 0110]$. Now we select [ $c d e,-0-1]$. This cannot be merged with the previous merged loop pair, so is becomes a beginning of the new merged loop pair.

Next we select [c $\bar{d} \bar{e}, 1-01]$, creating the merged loop pair [ $c d e, c \bar{d} \bar{e}, 1001]$. When next the pair $[c \bar{d} e, 100-]$ is selected it is joined to the last merged loop pair, creating a pair: [cde, c $\bar{d} \bar{e}, c \bar{d} e$, 1001]. After scanning all loop pairs two merged loop pairs: [ $\bar{c} \bar{d} e, \bar{c} d e, \bar{c} \bar{d} e, 0110$ ] and [c $d e, c \bar{d} \bar{e}$, $c \bar{d} e, 1001]$ have then been created. They are mutual negations, so the respective decomposition exists.

Let us however observe, that this method would not work for another order of selection. By selecting first the loop pair [ $\bar{c} d \bar{e}, 0-1-]$ and next the pair $[c d e,-0-1]$ we would create the pair $[\bar{c} d \bar{e}, c d e, 0011]$.

Now we select loop pair [ $\bar{c} \bar{d} e, 011-]$ and we see that the loop functions, 011-, from this pair, and 0011 from the pair [ $\bar{c} d \bar{\epsilon}, c d e, 0011$ ] cannot be mutual negations and cannot be merged either. For this order of loop pairs selection the decomposition was then not found, even if it exists, as we have for another order.

The problem of finding maximum clique partitioning is in general an NP-hard one, but we will propose below a simple and fast algorithm that gives good results for 2 -coloring.

## 8 Immediate Decompositions.

Immediate Decompositions are those that are very good, happen relatively rarely, and if encountered, should be immediately executed. The Immediate Decompositions are: Strong Basic Gate Decompositions (Strong EXOR Decomposition, Strong AND Decomposition, Strong OR Decomposition), Strong Complex Gate Decompositions, Strong PUB Decompositions, and the Ashenhurst Decomposition. (The PUB decompositions will be not discussed because of lack of space). All these decompositions can be efficiently found in CDBs using cofactors and set-theoretical operations [156].

### 8.1 Ashenhurst Decomposition.

Existence of Ashenhurst Decomposition can be checked either using Property 1, or Property 2.
Property 1. Ashenhurst Decomposition with bond set $B$ and free set $A$ exists if all row patterns are: ON Pattern, OFF Pattern, $F$ Pattern and $\bar{F}$ Pattern.

Property 2. Ashenhurst Decomposition with bond set $B$ and free set $A$ exists if all column patterns are $F$ Pattern and $G$ Pattern, $G \neq F$. In other words, column multiplicity index $\mu=2$.

Both these properties can be used to verify the existence of Ashenhurst Decomposition, depending on the sizes of row and column sets of variables. Traditionally, for incompletely specified functions, the Ashenhurst and Curtis decompositions were reduced either to the clique partitioning of the Column Compatibility Graph or the graph coloring of the Column Incompatibility Graph [?, 45, 67, ?, 147, 148, $156, ?]$. All these problems are in general NP-hard. However, in case of Ashenhurst decomposition, the problem can be solved by a polynomial algorithm. The following algorithm is based on Property 1.

Algorithm 8.1 1. Remove from $R V M$ all rows that correspond to $O N$, $O F F$ and $D C$ Patterns.
2. Find two rows, $r_{i}$ and $r_{j}$ that are incompatible, and remove them.
3. From remaining rows create the set Remaining_Rows.
4. Pair_Counter $:=1$.
5. Put row $r_{i}$ to LEFT[Pair_Counter] and row $r_{j}$ to RIGHT[Pair_Counter].
6. Take next row $r_{s}$ in set Remaining_Rows and remove it from set Remaining_Rows.
7. Compare $r_{s}$ with arrays LEFT and RIGHT.
a) If there exists a pair (LEFT[k], RIGHT[k]) such that $r_{s}$ is incompatible with both LEFT[k] and RIGHT[k], then exit "No Ashenhurst Decomposition".
b) Else if
for all v from 1 to Pair_Counter
$r_{s}$ is compatible with LEFT[v] and $r_{s}$ is compatible with RIGHT[v]
then
if RIGHT[Pair_Counter] $\neq \phi$ then
Pair_Counter := Pair_Counter +1 ;
put $r_{s}$ to LEFT[Pair_Counter];
else
LEFT[Pair_Counter] := Combine_Rows( $r_{s}$, LEFT[Pair_Counter]);
c) Else Combine (LEFT, RIGHT, $r_{s}$ ).
8. If there are still rows in Remaining_Rows, go to 5.
9. Combine all sets LEFT[i] ( $i=1, \ldots$, Pair_Counter) to set LEFT,

Combine all sets RIGHT[i] ( $i=1, \ldots$, Pair_Counter) to set RIGHT.
10. Return pair (LEFT, RIGHT) as the 2-coloring of the Compatibility Graph.

Procedure Combine_Rows $\left(r_{s}, r_{v}\right)$ combines row $r_{s}$ with row $r_{v}$, position by position in a row, using the combining rules:
symbol $_{i}:=$ symbol $_{i}$ combine symbol $_{i}$, symbol $_{j}:=$ symbol $_{j}$ combine dont'care, $^{\text {, }}$ Procedure Combine(LEFT,RIGHT, $r_{s}$ ) does the following:

1. Find set of such indices $v l=1, \ldots$, Pair_Counter that $r_{s}$ is incompatible with LEFT[ $\left.v l\right]$ Combine all their RIGHT[ $v l]$ to RIGHT1 and all their LEFT $[v l]$ to LEFT1. RIGHT1 := Combine_Rows( $r_{s}$, RIGHT1).
2. Find set of such indices $v r=1, \ldots$, Pair_Counter that $r_{s}$ is incompatible with RIGHT[vr] Combine all their RIGHT $[v r]$ to RIGHT2 and all their LEFT $[v r]$ to LEFT2.
LEFT2 := Combine_Rows( $r_{s}$, LEFT2).
3. RIGHT3 := Combine_Rows(RIGHT1, LEFT2).

LEFT3 := Combine_Rows(RIGHT2, LEFT1).
4. Remove all rows $v l$ and $v r$ from arrays LEFT and RIGHT, append combined
row RIGHT3 to the end of array RIGHT, append combined row LEFT3 to the end of array LEFT.

The second method, based on Property 2, can be applied to mv-output functions, and has a very similar algorithm. Algorithm 8.1 is usually more efficient, but can be applied only to binary-output functions.

Example 8.1 We continue the previous example, and solve it with algorithm ??.
Let us assume, that first loop pair [ $\bar{c} d \bar{e}, 0-1-]$ is selected. It is marked as $G$. Let us assume now, that as a second, we select the pair [c $d e,-0-1]$. The function from this pair has no common specified bits with function $G$, so the pair is added to set UNSPECIFIED. The next selected pair is [ $c \bar{d} \bar{e}, 1-01]$. Negation of function from this pair has a common complement with function $G$ so $\bar{G}:=1-01$. The pair $[c \bar{d} e, 100-]$ selected as the next one is compatible with $\bar{G}$, so now $\bar{G}=1-01 \diamond 100-=1001$, so $G=0110$.

Next pair $[\bar{c} \bar{d} e, 011-]$ is selected and merged with $G$. Next $[\bar{c} d e, 0-10]$ is merged with $G$. Now the functions from the set UNSPECIFIED are taken into consideration again. The pair $[c d e,-0-1]$ can be joined with $\bar{G}$ only. Decomposition exists with $G=0110$ and $\bar{G}=1001$.

## 9 PUB Decompositions.

### 9.1 Disjoint PUB Decomposition.

The method shown here was first introduced by Perkowski, Uong and Brown in 1987, [147, 148]. It can use arbitrary representation of switching functions. Although this method is similar to Curtis Decomposition, it differs from it. Curtis Decomposition uses multiplexer for bond set and encodes outputs of the bond set. PUB Decomposition uses free set variables for multiplexers and does not use encoding. Thus, it creates functions with higher value of DFC, but possible from simpler gates. It must be then still investigated, which of the decompositions creates less expensive realizations from gates of small fan-in. Below, PUB type of decomposition will be explained using cube calculus, but, like any other decomposition, it can be executed in arbitrary function representation.

A Boolean function of $n$ input variables, $X_{1}, X_{2}, \ldots, X_{n}$ will be given in a form of arrays of cubes. Each cube will have $n$ positions. Each position of a cube can be a value of the respective variable:

- 0 - in negative form,
- 1 - in positive form,
- X - don't care form.

The function will be specified as $O N$-array and $O F F$-array. ON-array is an array of $O N$-cubes. OFFarray is an array of $O F F$-cubes. ON-cube is a cube with value 1 . OFF-cube is a cube with value 0 . By ON (00XXX) we will denote the set of ON-cubes of $f(0,0, c, d, e)$. Similarly by OFF(XX010) we will denote the set of OFF-cubes of $f(a, b, 0,1,0)$.

Theorem 9.1 Two functions $f_{1}$ and $f_{2}$ are compatible if and only if
$\left[O N\left(f_{1}\right) \cap O F F\left(f_{2}\right)=\emptyset\right]$ and $\left[O N\left(f_{2} 4\right) \cap O F F\left(f_{1}\right)=\emptyset\right]$
Definition 9.1 The loop pair incompatibility graph is an undirected graph

$$
G=(N, R S)
$$

defined as follows:

- $N$ - is the set of loops,
- RS - is the set of edges,
- $E=\left(c_{1}, c_{2}\right) \in R S \Longleftrightarrow$ loop functions $f\left(c_{1}\right)$ and $f\left(c_{2}\right)$ are not compatible (such functions are called incompatible).

The nodes of the graph are loops (cofactors). The edge $E$ is created in the incompatibility graph between two nodes when the corresponding loop functions of these loops are not compatible.

Let us observe that the Loop-Pair-Incompatibility-Graph is a complement of the Loop-Pair-CompatibilityGraph, i.e. has an edge betwen two nodes if there is no edge in the other graph, and vice versa.

The optimal algorithm for Loop-Pair-Compatibility-Graph clique partitioning is based on minimal coloring of the Loop-Pair-Incompatibility-Graph. The coloring is an assignment of colors to graph nodes in which any nodes linked by an edge receive different colors. Minimal coloring is a coloring with the minimum number of colors. If the number of colors is two then the classical decomposition is possible: Function $F_{1}$ being the merging of loop functions from all nodes of color 1 is found. Next function $F_{2}$ being the merging of loop functions from nodes of color 2. If $F_{1}$ and $\overline{F_{2}}$ are compatible then decomposition exists. Otherwise, even when the number of colors exceeds two - the minimal coloring result can still be used for the efficient realization with multiplexers, or general PUB Decompositions.


Figure 23:

Example 9.1 Let us assume a function $f(a, b, c, d, e)$ specified as follows:
$\mathrm{ON}(f)=\{10000,110 \mathrm{X} 1,00 \mathrm{X} 11,01101,10110,11100\}$
$\operatorname{OFF}(f)=\{110 \mathrm{X} 0, \mathrm{X} 1010,0 \mathrm{XX} 10,101 \mathrm{X} 1,1010 \mathrm{X}, \mathrm{X} 0101,00000,01001\}$
The function is presented in a Karnaugh map from Fig. 23.
We illustrate application of the optimal graph-coloring algorithm for $B=\{c, d, e\}$.

1. Find cofactors in the form of arrays of cubes.
```
ON(xx000) ={10xxx } OFF (xx000) ={00xxx, 11xxx }
ON(xx001) ={11xxx} OFF (xx000) ={01xxx}
ON(xx010) ={} OFF (xx010) ={0xxxx, x1xxx, 11xxx}
ON(xx011) = {00xxx, 11xxx} OFF (xx010) = {}
ON(xx100) ={11xxx} OFF (xx100) ={10xxx}
ON(xx101) ={01xxx} OFF(xx101) ={x0xxx}
ON(xx110) = {10xxx} OFF (xx110) ={0xxxx}
ON(xx111) ={00xxx}
```

2. Discard cofactors of only zeros and cofactors of only ones.

After removing the loop XX011 of ones and the loop XX010 of zeros (such loops can be easily found, since they have empty sets OFF(XX011) and ON(XX010), respectively) we obtain the following set of loops:
\{XX000, XX001, XX100, XX101, XX110, XX111\}
These loops become the nodes of the incompatibility graph.
3. Create the graph of loop pair incompatibility.

For the pair of loops XX000, XX001 we have:


Figure 24:
$\mathrm{ON}(\mathrm{XX} 000) \cap \mathrm{OFF}(\mathrm{XX} 001)=\{10 \mathrm{XXX}\} \cap\{01 \mathrm{XXX}\}=\emptyset$
$\operatorname{OFF}(\mathrm{XX} 000) \cap \mathrm{ON}(\mathrm{XX} 001)=\{00 \mathrm{XXX}, 11 \mathrm{XXX}\} \cap\{11 \mathrm{XXX}\}=\{11 \mathrm{XXX}\} \neq \emptyset$
then these loops are incompatible and an edge is added to the graph. Similarly, using this method the entire loop pair incompatibility graph from Fig. 24 is created.
4. Find minimal coloring of the loop pair incompatibility graph.

After coloring with a minimum number of colors the graph is as in Fig. 25.
The minimal coloring has then 3 colors: AA, BB, and CC. The decomposition thus does not exist but this result is useful to minimize the design with the multiplexer. We have then to realize only three different functions: $\mathrm{AA}, \mathrm{BB}$, and CC to feed the output successor (multiplexer) for $\mathrm{B}=\{c$, $d, e\}$. The set of columns colored with color AA is $=\{\mathrm{XX} 000, \mathrm{XX} 110\}$. The set of columns with color BB is $\{\mathrm{XX} 001, \mathrm{XX} 111, \mathrm{XX} 100\}$ and the set for color CC is $\{\mathrm{XX} 101\}$.
The next stage is to merge the compatible loop pairs.
For color AA:
$\mathrm{ON}(\mathrm{XX} 000) \cup \mathrm{ON}(\mathrm{XX} 110)=\{10 \mathrm{XXX}\} \cup\{10 \mathrm{XXX}\}=\{10 \mathrm{XXX}\}$
$\operatorname{OFF}(\mathrm{XX} 000) \cup \operatorname{OFF}(\mathrm{XX} 110)=\{00 \mathrm{XXX}, 11 \mathrm{XXX}\} \cup\{0 \mathrm{XXXX}\}=\{0 \mathrm{XXXX}, 11 \mathrm{XXX}\}$ (since $00 \mathrm{XXX} \sqsubset 0 \mathrm{XXXX}$ )

Let us observe that this is not a set of prime implicants for this column.
For color BB:
$\mathrm{ON}(\mathrm{XX} 001) \cup \mathrm{ON}(\mathrm{XX} 111) \cup \mathrm{ON}(\mathrm{XX} 100)=\{11 \mathrm{XXX}\} \cup\{00 \mathrm{XXX}\} \cup\{11 \mathrm{XXX}\}=\{11 \mathrm{XXX}$, 00XXX $\}$
$\operatorname{OFF}(\mathrm{XX} 001) \cup \mathrm{OFF}(\mathrm{XX} 111) \cup \mathrm{OFF}(\mathrm{XX} 100)=\{01 \mathrm{XXX}\} \cup\{10 \mathrm{XXX}\} \cup\{10 \mathrm{XXX}\}=\{01 \mathrm{XXX}$,
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10XXX $\}$

For color CC:
$\mathrm{ON}(\mathrm{XX} 101)=\{01 \mathrm{XXX}\}$
$\operatorname{OFF}(\mathrm{XX} 101)=\{\mathrm{X} 0 \mathrm{XXX}\}$
5. Complete the function $f$ according to the optimal coloring found in the previous step: functions being mergings of all loop functions of the same color replace the original loop functions. Now our K-map looks as in Fig. 26.
6. Depending on the number of colors and compatibility of $F_{1}$ and $\overline{F_{2}}$ : either find classical decomposition or find a realization using a multiplexer that minimizes the number of various functions given on this multiplexer's data inputs.

The respective realization with multiplexers is shown in Fig. 27. The names of the wires: AA, BB, and CC correspond to the colors of the combined functions. Let us observe that the don't cares have been utilized to simplify function CC.

The above method based on minimal graph coloring of the loop pair incompatibility graph is a starting point to generalized decompositions introduced in [147].

In PUB decomposition, a function is called $\nabla(k)$-decomposable when the row multiplicity on nontrivial functions is $\nabla(k)$. It means that $\nabla(k)$ or less data inputs to the multiplexer are non-trivial functions, where $k$ is the number of address variables to this multiplexer.

The Strong PUB Decomposition, the most similar to Curtis from the DFC-minimization point of view, assumes that $\nabla(k)=2^{k-1}$. We created also the concept of the Weak PUB Decomposition, or $\nabla(k)$-decomposition, where $\nabla(k)$ is an integer $\in\left[2^{k-1}, 2^{k}-1\right]$, defined by the user for each value of $k$.
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The trivial functions are defined here for PUB decompositions as any functions that are trivial or easy to realize. For instance, the following sets of trivial functions have been considered [147]:

1. constants 0 and 1 ,
2. constants 0 and 1, and literals (variables and their negations),
3. constants 0 and 1 , products of arbitrary number of literals, sums of arbitrary number of literals, EXORs of arbitrary number of literals.
4. In the first two cases it is very easy to find trivial functions. Costant 0 is assigned, when the ON-set of the cofactor function $f_{C O F_{i}}$ is empty. Costant 1 is assigned, when the OFF-set of the cofactor function $f_{C O F_{i}}$ is empty. Literal $x_{r}{ }^{i}, i=0,1$, is assigned, when the intersection of $x_{i}{ }^{i}$ with the OFF-set of cofactor function $f_{C O F_{i}}$ is empty, and the intersection of $x_{i}$ with the ON-set of cofactor function $f_{C O F_{i}}$ is non-empty.
5. To find if $f_{C O F_{i}}$ is a product of literals, the supercube $\operatorname{SUP}\left(f_{C O F_{i}}\right)$ of all true minterms in $f_{C O F_{i}}$ is found. If $\operatorname{SUP}\left(f_{C O F_{i}}\right) \cap \operatorname{OFF}\left(f_{C O F_{i}}\right) \neq \emptyset$ then $\operatorname{SUP}\left(f_{C O F_{i}}\right)$ or a product of any subset of literals from $\operatorname{SUP}\left(f_{C O F_{i}}\right)$ that does not intersect $\operatorname{OFF}\left(f_{C O F_{i}}\right)$ is a product_of_literals data function for $f_{C O F_{i}}$.
6. To find if $f_{C O F_{i}}$ is a sum of literals, the supercube $\operatorname{SUP}\left(f_{C O F_{i}}\right)$ of all false minterms in $f_{C O F_{i}}$ is found. If $\operatorname{SUP}\left(f_{C O F_{i}}\right) \cap \operatorname{ON}\left(f_{C O F_{i}}\right) \neq \emptyset$ then $\overline{S U P\left(f_{C O F_{i}}\right)}$ or a complement of any subset of literals from $\operatorname{SUP}\left(f_{C O F_{i}}\right)$ that does not intersect $\operatorname{ON}\left(f_{C O F_{i}}\right)$ is a sum_of_literals data function for $f_{C O F_{i}}$.
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4. To find if $f_{C O F_{i}}$ is an EXOR of literals $\left\{x_{j}, x_{k}, x_{l}\right\}$, one has to calculate the expression:

$$
\begin{equation*}
E X O R_{-} E X P R=f_{C O F_{i}} \oplus x_{j} \oplus x_{k} \oplus x_{l} \tag{2}
\end{equation*}
$$

If the ON-set of EXOR_EXPR $=\emptyset$, then $x_{j} \oplus x_{k} \oplus x_{l}$ is an exor_of_literals data function for $f_{C O F_{i}}$. Let us observe, that it is sufficient to check exors of literals with only one literal negated.

It is obvious, that all the above conditions can be tested on K-maps, arrays of cubes, partitions, or any other representation of Boolean functions.

In addition, these rules can be extended to take into account not only the original input variables, but also any intermediate variables created in the decomposition process and the output variables (i.e. output functions).

Figure 28 presents different views at the Disjoint PUB Decomposition.

### 9.2 Non-disjoint PUB Decomposition.

When bound and free sets are non disjunctive, PUB function decomposition is refered to as nondisjoint PUB decomposition. To ilustrate the decomposition process let us use an example:

Example 9.2 Let us analyse the function from Example 7.1 and define bound $(B)$ and free $(A)$ sets as being: $B=\{a, b, e\}, A=\{c, d, e\}$. Function's K-map is shown in Fig. 29 and the ON and OFF sets are:
$\mathrm{ON}(\mathrm{f})=\{001 \mathrm{x} 11,010101,110001,110100,111011,101110,10000 \mathrm{x}\}$
$\operatorname{OFF}(\mathrm{f})=\{000000, \mathrm{x} 00101,0 \mathrm{x} 1 \mathrm{x} 10, \mathrm{x} 11010,010001,110000,101111,10010 \mathrm{x}\}$

Following the procedure described in section 9.1 we then find cofactors (2). Cofactors xxx011 and xxx010 may be discarded as they contain only 1's and 0's.

The incompatibility graph for the function cofactors is shown in Fig. 30. We need only two colors to color the graph which means that the function may be decomposable. It is decomposable if functions $F_{1}$ and $F_{2}$ coresponding to color 1 and color 2 meet the following condition: $F_{1}$ is compatible to $\bar{F}_{2}$. Let us now determine $F_{1}$ and $F_{2}$. Merging all the loop functions of the same color we obtain new functions (specified by ON and OFF sets):

AA:
$\mathrm{ON}(\mathrm{xxx} 000) \cup \mathrm{ON}(\mathrm{xxx} 110) \cup \mathrm{ON}(\mathrm{xxx} 101)=\{100 \mathrm{xxx}, 011 \mathrm{xxx}\}$
OFF $(\operatorname{xxx} 000) \cup$ OFF $(\operatorname{xxx} 110) \cup \operatorname{OFF}(\mathrm{xxx} 101)=\{0 \mathrm{x} 0 \mathrm{xxx}, 110 \mathrm{xxx}, 001 \mathrm{xxx}, 101 \mathrm{xxx}\}$
BB:
$\mathrm{ON}(\mathrm{xxx} 001) \cup \mathrm{ON}(\mathrm{xxx} 111) \cup \mathrm{ON}(\mathrm{xxx} 100)=\{111 \mathrm{xxx}, 001 \mathrm{xxx}, 110 \mathrm{xxx}\}$
$\operatorname{OFF}(\mathrm{xxx} 001) \cup \operatorname{OFF}(\mathrm{xxx} 111) \cup \operatorname{OFF}(\mathrm{xxx} 100)=\{011 \mathrm{xxx}, 101 \mathrm{xxx}, 100 \mathrm{xxx}\}$
K-map coresponding to the new functions is shown in Fig. 31. Functions $F_{1}$ and $F_{2}$ coresponding to colors $A A$ and $B B$ are: $F_{1}=a, \bar{b}, \bar{e}+\bar{a}, b, e=(a \oplus b)(a \oplus c)(\overline{b \oplus e}), F_{2}=a, b+\bar{a}, \bar{b}=\overline{a \oplus b}$. The condition $F_{1}$ compatible to $\overline{F_{2}}$ is not met in our case so the function is not decomposable. Realization of our function using multiplexer is shown in Fig. 32.

Fig. 33 compares the disjoint and non-disjoint Curtis and PUB decompositions.
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| Cofactor | ON | OFF |
| :--- | :--- | :--- |
| $\mathrm{xxx000}$ | 100 xxx | $000 \mathrm{xxx}, 110 \mathrm{xxx}$ |
| xxx 001 | 111 xxx | 011 xxx |
| $\mathrm{xxx011}$ | $111 \mathrm{xxx}, 001 \mathrm{xxx}$ | - |
| $\mathrm{xxx010}$ | - | $0 \mathrm{x} 0 \mathrm{xxx}, 110 \mathrm{xxx}$ |
| xxx 110 | 100 xxx | 0 x 0 xxx |
| xxx 111 | 001 xxx | 101 xxx |
| xxx 101 | 011 xxx | $001 \mathrm{xxx}, 101 \mathrm{xxx}$ |
| xxx 100 | 110 xxx | 100 xxx |

Table 2:


Figure 30: Incompatibility graph
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Figure 33:

## 10 Curtis Decomposition

### 10.1 Disjoint Curtis Decomposition.

A decomposition approach based on Graph Coloring, very similar to the one from section 7, can be applied to Curtis Decomposition. It will not be repeated it here, since it was presented in detail in [?, ?]. Instead of finding cofactors for free variables, one finds cofactors for bond variables. Next, there is no need to remove cofactors of ones and cofactors of zeros. The graph is colored as previously. Analogously, one can find a Compatibility Graph and find its minimum disjoint covering with maximum cliques.

Fig. ?? 8.1 shows the stages of decomposing function from example 9.1, solved using the Curtis Decomposition.

Fig. 8.1.
Let us observe that for both PUB and Curtis decompositions, we have two pairs of graphs.
For free sets in PUB Decomposition we had:

- Free Set Compatibility Graph - optimized by clique partitioning. or clique partitioning of "care columns" with similarity constraints (the "care columns" are columns other than the "don't care columns", where the dont't care columns are columns that only don't cares).
- Free Set Incompatibility Graph - optimized by graph coloring, or graph coloring of care columns with similarity constraints.

For bond sets in Curtis Decomposition we have:

- Bond Set Compatibility Graph - optimized by clique partitioning, or clique partitioning of care columns with similarity constraints.
- Bond Set Incompatibility Graph - optimized by graph coloring, or graph coloring of care columns with similarity constraints.

Comparison of PUB Decomposition and Curtis Decomposition for small number of address variables (bond variables in case of Curtis) is shown in Figure 34. Indices $\mu$ denote values of column multiplicity indices for bond sets for Curtis Decomposition. Indices $\nu$ denote values of row multiplicity indices for free (address) sets for PUB Decompositions.

We can see that a successful PUB Decomposition creates more functions, but simpler, than the functions created by the Curtis Decomposition. PUB decomposition is a link between Curtis Decomposition and multiplexer-based design and orthogonal expansions.

### 10.2 Non-disjoint Curtis Decomposition.

In non-disjoint Curtis decomposition, bound and free sets overlap i.e., have common elements. Such arrangement often simplifies decomposition blocks or makes decomposition possible if disjoint decomposition does not exist.

Example 10.1 Let us consider the function from Example 7.2 where bound $(B)$ and free set $(A)$ are defined as follows:

$$
A=\{a, b, e\}, B=\{c, d, e\}
$$

| PUB <br> Decomposition |  |  | 4 trivial functions of $n-3$ variables 4 nontrivial functions of $n-3$ variables |
| :---: | :---: | :---: | :---: |
| Curtis Decomposition |  |  |  |
|  |  |  |  |

Figure 34: Comparison of PUB and Curtis decompositions for small $k$
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K-map of this function is repeated in Fig. 35a. Column multiplicity (CM) for this K-map is equal to $2(\{000,001,011,010,110,111 ; 101,100\})$, so the function is Ashenhurst decomposable (special case of Curtis decomposition). K-map obtained by filling DCs with 0 s and 1 s to get $\mathrm{CM}=2$ is shown in Fig. 35b. Loops 000,010 and 101 contain only 0 s and loop 111 contain only 1 s . If we define the loop function corresponding to $a=0, b=0, e=1$ as $G$ we will see from Fig. 35b that any other loop function (different from 1s or 0s) is either equal to $G$ or to $\bar{G}$.

## 11 Basic Decompositions.

The Basic Decompositions of the GUD program are:

- Curtis Decomposition (above section),
- PUB Decomposition [156].

They happen more often than the Immediate Decompositions presented in section 4. Hower, when executed with large value of multiplicity index $\mu$ they lead to difficult encoding problems and not necessarily minimum circuits (especially that we are never able to perform exhaustive search of sets $A$, $B$ and $C$ ). We execute these decompositions only with small values of the multiplicity index $\mu=3, \ldots 8$.

### 11.1 Curtis Decompositions.

Only Curtis Decomposition will be discussed in this section. We have three variants of the algorithm, called: Curtis ${ }_{\text {color }}$, Curtisclique, and Curtis concurrent , respectively.

Following the approach from [?], given the bond set $B \cup C$ and the free set $A \cup C$, the stages of the Curtis color decomposition are the following:

1. Find a fast approximate graph coloring of the Incompatibility Graph.
2. Use the encoding method that is similar to the input encoding algorithm for function $H$ from [?].

This algorithm is designed to minimize only the logic of function $H$.
3. Find functions $G$ and $H$.

The reason to use here graph coloring instead of Clique Partitioning (as in literature) is to dramatically decrease the size of the memory. Let us assume that the N columns of the covering table correspond to the columns of the RVM, and the rows of the covering table correspond to the maximal cliques. Thus, for strongly unspecified functions, the number of rows is exponential, while the graph has only $\mathrm{N}^{*}(\mathrm{~N}-1) / 2$ edges.

Well known is a set covering algorithm that makes use of essential rows, secondary essential rows and dominations of rows and columns [149]. In case of non-cyclic covering tables, this algorithm finds the exact solution without backtracking. We created a similar algorithm for graph coloring.

Node G2 of the graph is dominated by node G1 if the set of incident nodes of G1 includes (properly or not) the set of incident nodes of node G2. In such case, any color of node G1 can be also applied to node G2. Thus, this fact can be stored, and the node G2 can be removed from the graph, together with all its incident edges. This leads to a new graph, that can possibly have new dominated nodes, and so on, until the graph is reduced to a complete graph, for which every node is colored with a different color. When there are no dominated nodes in the graph (a counterpart of a cyclic set covering), a coloring choice is done as in [?]. This can lead to dominated nodes, and the node dominations are propagated and removals are done as presented above, until a new branching choice is necessary. There is a perfect analogy of this coloring approach with methods of solving both cyclic and non-cyclic covering problems, but our approach is faster and does not require creating large covering tables. Moreover, it was found experimentally that most column incompatibility problems are non-cyclic.

Example 3. We will illustrate how to convert the covering problem to the coloring problem using a Kmap of a non-cyclic function $f$, Fig. 11.1a. Numbers denote the true minterms. All other cells are false minterms. Obviously in this case, after sharping essential primes $\bar{a} \bar{b} \bar{c}$ and $a c \bar{d}$, the secondary essential primes $\bar{a} b d$ and $b c d$ are created. After sharping these secondary essential primes no true minterms remain, so the exact solution was found for a non-cyclic function $f$ without backtracking. The Incompatibility Graph corresponding to this map is shown in Fig. 11.1b. The stages of coloring the graph are shown in Fig. 11.1b - 11.1e. In Fig. 11.1b node 2 has neighbors 4,5,6,7, and node 1 has neighbors $3,4,5,6,7$. Therefore, node 1 dominates node 2 , and 2 is removed from the graph, leading to


Figure 3. Stages of exact graph coloring
the graph from Fig. 11.1c. Now node 6 has neighbors $1,3,4$ and node 7 has neighbors $1,3,4,5$. Thus node 7 dominates node 6 and node 6 is removed. This leads to the graph from Fig. 11.1d. Now node 3 has neighbors $1,5,7$ and node 4 has neighbors 1,7 . So, node 3 dominates node 4 and node 4 is removed. Now, Fig. 11.1e, the graph is a complete graph. Its nodes are colored with different colors, as shown. With respect to dominations, node 2 is colored with the same color as node 1 , which is color a, node 4 is colored with color $b$, and node 6 is colored with color $d$.

In some covering problems, like in SOP minimization, a group of nodes colored with the same color are not necessarily all compatible, and group compatibility must be checked [173]. It can be proven, however, that in the Column Compatibility problem for both binary and mv cases, if columns in a set are pairwise compatible the set of all these columns is compatible as well. This is, however, no longer true for the generalized don't cares - see section 9.2.

In the second variant of Curtis Decomposition, Curtisclique, given the bond and free sets, the stages of the decomposition are the following. First a fast clique covering of the Column Compatibility Graph is found. The nodes of this graph correspond to the columns of the original RVM. Note, that this is the Clique Covering (not Clique Partitioning as elsewhere), so the cliques in the solution overlap, and a column may be included in more than one clique. Next the encoding algorithm is used that is similar to the approach for concurrent state and input minimization and assignment from [153]. This approach can be summarized as follows. For every node of the graph, a set of symbols of all maximum cliques that cover this node is created. In a Kmap of function G with inputs from the bond set, every cell corresponds to a column of the RVM, and to a node of the graph. Every cell includes the set of clique symbols, selected in Clique Covering, that cover the corresponding node. This map represents then a a symbolic output relation for function $G$. The choice of one of these symbols is done for every cell in such a way that the two following goals are achieved concurrently for the logic of function $G$ : 1) the good output encoding of $G$ is found to simplify functions corresponding to the new binary variables between G and H. 2) after the encoding, the symbolic output relation changes to a standard Boolean relation. One wants to find such encoding that the relation can be next minimized to as simple Boolean functions as possible. In particular, we want these functions to have as many output don't cares as possible: for instance, codes 00 and 01 are combined to 0 -.

The third variant, Curtisconcurrent, assumes the (overlapping) bond and free sets as well. It uses the method that is similar to the concurrent state minimization and state assignment for state machines from [175]. It is based on the analogy that states of the machine can be compared to columns in the decomposition RVM. This way, concurrent state minimization and state assignment for a state machine is translated to a concurrent column minimization and column encoding problem - combining of the columns and encoding them is done in parallel, by finding the set $\left\{\tau_{i}: \mathrm{i}=1, \ldots \mathrm{k}\right\}$ of partitions of the set of columns, such that in every block in partition product $\prod_{i=1, \ldots k} \tau_{i}$ every two elements (columns) included in the block are compatible.

## 12 Goal-Oriented Reduction Decompositions.

These decompositions are used in two cases:

1. When some already realized function $F_{G}$ is close to the function $F$ to be decomposed (we mean by this a high correlation of variables $F_{G}$ and $F$ in CDB). This function is then treated as a goal function $F_{G}$.
2. When some of the previously attempted (Immediate or Basic) decompositions of $F$ was "nearly possible", which means, many columns had patterns corresponding to the given type of decomposition. In such case, the method from [?] is used to create the goal function $F_{G}$ and select the Reduction_Type_Operator.

In both above cases, the procedure Reduction is next called, to execute the reduction, possibly also the decomposition, and put all newly created subfunctions to stack $O P E N$ of functions to realize.

Procedure Reduction ( $F, F_{G}$, Reduction_Type_Operator).
Function $F_{G}$ is a goal function, $F$ is the decomposed function. $F_{C}$ is the correcting function.

1. If Reduction_Type_Operator $=$ ' OR '

$$
\begin{aligned}
& \text { then } \operatorname{ON}\left(F_{C}\right):=\operatorname{ON}(F) \oplus \operatorname{OFF}\left(F_{G}\right) ; \operatorname{OFF}\left(F_{C}\right):=\operatorname{OFF}(F) \\
& \text { If Reduction_Type_Operator }=‘ \operatorname{AND} \text {. } \\
& \text { then } \operatorname{ON}\left(F_{C}\right):=\operatorname{ON}(F) ; \operatorname{OFF}\left(F_{C}\right):=\operatorname{ON}\left(F_{G}\right) \oplus \operatorname{OFF}(F) \\
& \text { If Reduction_Type_Operator }=' \operatorname{EXOR} \text { ' } \\
& \text { then } \operatorname{ON}\left(F_{C}\right):=\operatorname{ON}\left(F_{G}\right) \wedge \operatorname{OFF}(F) \vee \operatorname{OFF}\left(F_{G}\right) \wedge \operatorname{ON}(F) ; \\
& \qquad \operatorname{OFF}\left(F_{C}\right):=\operatorname{ON}\left(F_{G}\right) \wedge \operatorname{ON}(F) \vee \operatorname{OFF}\left(F_{G}\right) \wedge \operatorname{OFF}(F) .
\end{aligned}
$$

2. If $F_{G}$ was a decomposable function, execute its corresponding decomposition and put the correcting function $F_{C}$ to $O P E N$ stack. Otherwise, put $F_{C}$ to $O P E N$ stack.
3. Put expression ( $F:=F_{G}$ Reduction_Type_Operator $F_{D}$ ) to DONE stack, that collects pieces of the entire circuit for solution.

## 13 Last-Resort Methods.

If all the above methods fail to give a good decomposition, the so-called "Last-Resort methods" are used. There are two types of Last-Resort design methods: Last-Resort Decompositions, and Few-level-circuit Syntheses. A decomposition for $F$ creates the function: $F=F_{G}$ OPERATOR $F_{C}$, where OPERATOR $\in\{$ AND,OR,EXOR $\}$, and puts $F_{C}$ and $F_{G}$ to $O P E N$ stack. A few-level-circuits synthesis realizes $F$ completely in a few level circuit.

The Last-Resort Decompositions include Weak AND and Weak OR Decompositions, as introduced in section 3. Other weak decompositions include Weak PUB Decompositions from [147, 148, 156].

Although these decompositions occur quite often, there exist still functions, for which none of these weak decompositions exists. (The weak EXOR decomposition from [?] exists for all functions, but we do not use it).

The few-level-circuits synthesis methods include, besides the $E X O R^{2}$ _SOP circuit synthesis method discussed in [?], the Sum-of-Products (SOP) synthesis, and the Product of Sums (POS) synthesis. Greedy algorithms are used to create candidate solutions of low complexity. All these methods are always applicable, but are not actually applied, if the circuit realization is too complex.

Other weak decompositions are similar to "multiplexer-like" or "Shannon-like" decompositions from [161, 147, 148, 156]. These decompositions are really the "absolutely last resort" strategies, when no better methods were found. Such decompositions can be always found, but hopefully they are very rarely used in our overall top-down decomposition strategy.

## 14 Decomposition of Multiple-Valued Logic Functions and Information Systems.

Decompositions of Multiple-Valued Functions have been discussed by:

- Thelliez [?] (only for ternary logic).
- Walliuzzaman and Vranesic [27].
- Fang and Wojcik [?].
- Luba, Mochocki and Rybnik [125, 123, 122]
- Abugharrbieh and Lee [?] [?]

Similarly to the binary case, there are two types of decompositions for multiple-valued functions: the AC-like decompositions, and the Dietmeyer-like decompositions.

One approach to decomposition of multiple-valued logic functions is to extend the AC binary approach. This approach is represented by Walliuzzaman and Vranesic, [27], and Thelliez, [?], for ternary logic. Especially the partition-based approach of Luba allows him to create an algorithm that is a straightforward adaptation of his former binary algorithms. Another approach is represented by Fang and Wojcik, [?]. Their paper is a very good reference for some non-FD approach to Boolean Decomposition, but it is not of an interest to this paper, because it is so different in principle.

Papers by Luba et al on decomposing multiple-valued functions are connected to "machine learning" $[?, ?]$. On one hand, their approach to decomposition is similar to both classical Curtis, and Walliuzzaman's or Abugharrbieh's and Lee's approaches to mv decomposition. The difference is that they apply the partition theory. The sufficient condition in this approach leads to the calculation of minimal cover of the maximum compatible classes. Some new results are obtained by using the method described by Selvaraj in his Ph.D. Thesis [162]. The new idea is to combine the parallel and serial decompositions in a single program. These ideas can be extented to multiple-valued logic.

Many problems related to decision making are of the following nature: Given a decision table - find all minimal decision algorithms associated with the table. This problem can also be seen as learning from examples, or, as its is often called, decision rules generation from examples - Grzymala-Busse, [47, 82, 98]. These problems have been investigated from a number points of view: one of them is whether the whole set of attributes is always necessary to define a given partition of an universe and the other concerns the simplification of decision tables, namely the reduction of condition attributes in a decision table.

The concept of information system decomposition can be treated as an aid in analyzing the existing system [?] or as a base for design a new one [?, ?]. Quality of decomposition depends mainly on analyst's experience. Some authors try to provide a formal approach to decomposition [?]. Decompositional approach similar in essence to one proposed earlier by Armstrong [?] was presented by Luba, Mochocki and Rybnik in 1993. Avoiding data redundancy is an important problem in the implementation of of information systems. The problem is usually overcome by devising simpler rules and removing redundant rules, as well as minimizing the number of attributes. The importance of decomposition is emphasized by Courtois [?]: "Decomposition has long been recognized as a powerful tool for the analysis of large and complex systems".

From the technical point of view, the decomposition phase for information systems is exactly the same as in the multiple-valued decomposition with no constraint on the number of values of the output
from the predecessor block.
Partition Based decomposition is just a representation of Switching Functions used in decomposition, so it can be applied to mv generalizations any of the previously described types of decomposition, thus creating:

- mv Curtis (a generalization of mv Ashenhurst),
- mv PUB (another generalization of mv Ashenhurst),
- mv strong decomposition - for quaternary gates,
- mv generalization of XBOOLE decomposition for AND, OR and EXOR gates. In this generalization, these gates become MIN, MAX and $M O D_{M}$ gates in M-valued logic, respectively.


## 15 Fundamental Formalisms for Partition-Based Decomposition.

Below we will introduce a formalism that will be used to represent all above decompositions using partitions, and next BDD-realized, double-coded partitions.

Let $x_{i}$ be a multiple-valued variable, and $C_{i}=\left\{0,1, \ldots, c_{i-1}\right\}$ be a set of values that it may assume.
Definition 15.1 A Multiple-Valued input, binary output function with $n$ input, $m$ output variables is defined as a mapping:

$$
\begin{equation*}
F\left(x_{1}, \ldots, x_{n}\right): C_{1} \times C_{2} \times \ldots \times C_{n} \longrightarrow D^{m} \tag{3}
\end{equation*}
$$

where $D=\{0,1,-\}$ represents the binary value of the function (0 or 1). The value - (don't care) at one of the outputs means that the value is unspecified, and a value of 0 or 1 will be accepted to realize this part of the function.

Let $D_{j}=\left\{-, 0,1, \ldots, d_{j-1}\right\}$ be a set of values that output variable $j$ can take.
Definition 15.2 A Multiple-Valued input, Multiple-Valued output function with $n$ input, $m$ output variables is defined as a mapping:

$$
\begin{equation*}
F\left(x_{1}, \ldots, x_{n}\right): C_{1} \times C_{2} \times \ldots \times C_{n} \longrightarrow D_{1} \times D_{2} \times \ldots \times D_{m} \tag{4}
\end{equation*}
$$

Every element of the domain $C_{1} \times C_{2} \times \ldots \times C_{n}$ is called a minterm or a sample. A listing of minterms with the value of the function is called a truth table. Truth tables do not include minterms with the function value not specified for all outputs. Set of minterms for which the function value is unspecified is called a DC-set (Don't Care-set). Functions with non empty DC-set are called incompletely specified.

Let us observe that in case of binary logic, a concept of an output don't care in output $O_{j}$ can be understood that output $O_{j}$ is either 0 or 1. Let us observe also, that for mv-logic there are two ways of generalizing the concept of don't care. One is, that all possible values are taken, as above. The other is that any subset of more than one values is taken. For instance, in three-valued logic, the logic values are 0,1 , and 2 , and the generalized don't cares are:

- $\{0,1\}$,
- $\{1,2\}$,
- $\{0,2\}$,
- $\{0,1,2\}=-$.

This leads to a concept of a Generalized MV function, that is located between a mv function and a mv relation.

Let $D_{j}=\left\{-, 0,1, \ldots, d_{j-1}\right\}$ be a set of values that it's output variable $j$ can take and
Definition 15.3 A Generalized Multiple-Valued input, Multiple-Valued output function with $n$ input, $m$ output variables is defined as a mapping:

$$
\begin{equation*}
F\left(x_{1}, \ldots, x_{n}\right): C_{1} \times C_{2} \times \ldots \times C_{n} \longrightarrow 2^{D_{1}} \times 2^{C_{2}} \times \ldots{ }^{D_{m}} \tag{5}
\end{equation*}
$$

For the sake of clarity truth tables may be viewed as four-tuple $T=(M, A, X, Y)$, where

- $M$ - is a non-empty, finite set of minterms,
- $A$ - is a finite set of arguments i.e. input and output variables; $A=X \cup Y$, where $X$ is the set of input variables and $Y$ is the set of output variables, $X \cap Y=\emptyset$. Moreover
- $a$ - is a function which maps the argument $a \in A$ into their values for every minterm $v \in M$, i.e.:

$$
\begin{equation*}
a: M \longrightarrow V_{a} \tag{6}
\end{equation*}
$$

where $V_{a}$ is a domain (set of possible values) of argument $a$. The set of values of output variables $V_{y}=\{0,1,-\}$.

In general, any pair of minterms in a specification table of Multiple-Valued Function may have identical values for some number of input variables. A convenient way to reflect such similarities can be introduced with the help of the so called indiscernibility relation [100].

Definition 15.4 The indiscernibility relation, denoted by IND, is associated with any subset of input variables as follows:

Let $B \subseteq X ; m 1, m 2 \in M$, $(m 1, m 2) \in I N D(B)$ if and only if $x\left(m_{1}\right)=x\left(m_{2}\right)$ for all $x \in B$.

This means, that $\left(m_{1}, m_{2}\right) \in I N D(B)$ if the values of the arguments belonging to $B$ are identical for both $m_{1}$ and $m_{2}$. Minterms $m_{1}$ and $m_{2}$ are said to be indiscernible by arguments from $B$.

The indiscernibility relation is an equivalence relation on $M$ and

$$
\begin{equation*}
I N D(B)=\bigcap_{x \in B} I N D(x) \tag{7}
\end{equation*}
$$

Thus, the relation $I N D$ partitions $M$ into equivalence classes $M / I N D(B)$. Such partitions are of primary importance in logic synthesis [?, 144]. To simplify, we shall denote partition $M / I N D(B)$ by $P(B)$ and call such a partition as an input partition generated by set $B$. Then, the formula equivalent to those of (1) may be written as

$$
\begin{equation*}
P(B)=\prod_{x \in B} P(x) \tag{8}
\end{equation*}
$$

where $\Pi$ denotes the product of partitions.
Definition 15.5 Two output vectors of a function, $p$ and $q$, are said to be consistent if their respective entries, which are defined, are equal, i.e.
$\forall i \in\{1, \ldots, m\}$ ( $m$ is the number of output variables) $\left(p_{i}=q_{i}\right) \vee\left(p_{i}=-\right) \vee\left(q_{i}=-\right)$.
Consistency relation of the output vectors is denoted by $p \sim q$.
In general, every pair of minterms in the specification table may have consistent output values for some output variables $y_{i}$. Therefore the output-consistency relation, denoted by $C O N$, can be related to every subset $B$ of output variables. This relation can be formally defined as follows:

Let $B \in Y$ and $p, q \in M$. Minterms $p, q \in C O N(B)$ iff $y(p) \sim y(q)$ for every $y \in B$, where $a_{1} a_{2}$ means that $a_{1}$ and $a_{2}$ are equal if defined.

If every pair of minterms in a set is consistent, then the set constitutes a consistence class. The classes which are not the subsets of any other consistent class are called Maximal Consistent Classes (MCCs).

The $C O N$ relation is not an equivalence relation on the set $M$, as the consistence classes of the set $M$ can be overlapping. However, a unique set of maximal consistence classes of minterms exists for every given $C O N$ relation. Thus, the same notation as defined earlier for the inputs can also be used for the output consistence classes, i.e. $P_{F}(B)$, where the index F differentiates the $I N D$ and $C O N$ relations.

When $B=Y$, the $C O N$ relation is denoted as $P_{F}$ and is called the output partition of the function $F$. As the blocks of output partition $P_{F}$ are conjunct, the consistence classes of their $C O N$ relation are called an $r$-partition on the set $M$.

Conventions used in denoting r-partitions and their typical operators are the same as in the case of partitions i.e. an r-partition on a set $M$ may be viewed as a collection of non-disjoint subsets of $M$, where the set union is $M$. Thus r-partition concepts are simple extensions of the partition algebra [19], with which reader's familiarity is assumed.

Especially the relation less than or equal to holds between two r-partitions $\Pi_{1}$ and $\Pi_{2}\left(\Pi_{1} \leq \Pi_{2}\right)$ iff for every block of $\Pi_{1}$, in short denoted by $B_{i}\left(\Pi_{1}\right)$, there exists a $B_{j}\left(\Pi_{2}\right)$ such that $B_{i}\left(\Pi_{1}\right) \subseteq B_{j}\left(\Pi_{2}\right)$.

If $\Pi_{1}$ and $\Pi_{2}$ are partitions, this definition reduces to the conventional ordering relation between two partitions.

This points out the main difference between completely and incompletely specified Boolean functions. While the equivalence classes of partitions in completely specified functions consist of disjoint subsets, the subsets of consistent minterms for partially specified functions may be overlapping. This is the reason for generalizing the typical partition description.

To present a Boolean function $F$, i.e., functional dependence between outputs $Y$ and inputs $X$, usually described by formula $Y=F(X)$, the table specification should be consistent.

A logic specification table is consistent iff for every pair of row vectors $r_{1}=\left(x_{1}, y_{1}\right), r_{2}=\left(x_{2}, y_{2}\right)$, the equality $x_{1}=x_{2}$ implies $y_{1} \sim y_{2}$ (i.e. for every $m_{1}, m_{2}, m_{1}=m_{2}$ implies $F\left(m_{1}\right) \sim F\left(m_{2}\right)$.

Example 9.1.
Consider a multiple-valued function $F$ given in Table 10.1a.
Using the notations already defined for $T$ :

- $M=\{1, \ldots, 10\}$,
- $X=\left\{x_{1}, \ldots, x_{6}\right\}$,
- $Y=\left\{y_{1}, y_{2}, y_{3}\right\}$,
and $V_{x_{1}}=\{0,1,2\}, V_{x_{4}}=\{0,1,2\}, V_{x_{6}}=\{0,1\}$. Example $I N D$ relations for $B_{1}=\left\{x_{1}\right\}$ and $B_{2}=\left\{x_{2}, x_{3}\right\}$ can be written as :

$$
\begin{gathered}
P\left(B_{1}\right)=\{\{1,2,4,5,8,9\},\{3,6,7\},\{10\}\} \\
P\left(B_{2}\right)=\{\{1\},\{2,8\},\{3,6,7,10\},\{4\},\{5,9\}\}
\end{gathered}
$$

Proceeding in the same way for the output-consistency relation $C O N$, we obtain the following rpartitions:

$$
\begin{aligned}
P_{F}\left(y_{1}\right) & =\{\{1,2,5,7,8\},\{3,4,6,9,10\}\} \\
P_{F}\left(y_{2}\right) & =\{\{1,2,3,4,6,7,9,10\},\{5,8\}\} \\
P_{F} & =(1,2,7 ; 3,4,6 ; 5,8 ; 9,10)
\end{aligned}
$$

On the other hand, if the respective output vectors are as it is shown in Table 10.1 b , then the corresponding r-partition $P_{F}$ can be written:

$$
P_{F}=(1,2,7 ; 3,4,6 ; 5,8 ; 3,7,9,10)
$$

Definition 15.6 Two output vectors of a generalized function, $p$ and $q$, are said to be consistent if their respective entries, which are defined, are equal, i.e. $\forall i \in\{1, \ldots, m\} p_{i} \cap q_{i} \neq \emptyset$ ( $m$ is the number of output variables)

|  | $X_{0}$ | $X_{1}$ | $X_{2}$ | $Y_{0}$ | $Y_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 0 | 0 | 0 | 1 |
| 1 | 1 | 0 | 1 | 0 | 1 |
| 2 | - | 1 | - | 0 | - |
| 3 | 0 | 1 | - | 0 | 0 |
| 4 | - | 1 | 1 | 0 | - |
| 5 | - | 1 | 0 | 0 | 0 |
| 6 | 0 | 0 | - | 1 | 0 |
| 7 | 0 | - | - | - | 0 |

Table 3: Another Truth Table

Consistency relation of the output vectors for generalized functions is denoted by $p \sim q$, the same symbol as one used before for the consistency relation of output vectors for functions.

Let us do one more example (table 3 ).
Some of the indiscernibility relations for input variables are:
The partition of input variable $X_{0}$ is the following:

$$
P\left(X_{0}\right)=(0,1,2,4,5 ; 2,3,4,5,6,7)
$$

The partition of input variables $X_{1}$ and $X_{2}$ is the following:

$$
P\left(X_{1} X_{2}\right)=(0,6,7 ; 1,6,7 ; 2,3,5,7 ; 2,3,4,7)
$$

The partition of output signals is:

$$
P_{F}=P\left(Y_{0} Y_{1}\right)=(2,3,4,5,7 ; 0,1,2,4 ; 6,7)
$$

This is called the consistency relation of output signal.
As we can see from $P_{F}$, its sets are non-disjoint, we call this relation as a rough-partition (r-partition). The corresponding Karnaugh map is:

|  | 00 | 01 | 1 | 10 |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 10 | 10 | 00 | 00 - |
| 0 | -0 | -0 | 0 - | -0 |
| 1 | 01 | 01 | $\begin{aligned} & 00 \\ & 0- \end{aligned}$ | 0- |

Figure 36:
Sometimes this notation can lead to troubles. For example: if we have cube -01 with output 01 and cube 10 - with output 10 , since this two cubes intersect, there is a conflict. We should watch for this in the situation of having DC sets both in input and output. This must be taken care of by the Reader program that will read some files taken from other sources.

## 16 BDD Representation for Integer Sets Representing Blocks of Partitions.

There exists three kinds of operations in partition-based decompositions,

- partition product,
- partition sum,
- relation not-greater-than on partitions.

These partition operations use set operations:

- set intersection,
- set union,
- set inclusion.

These operations can be easily realized in the existing BDD packages, thus making it possible to use BDDs to represent set operations.

For example:

$$
P\left(X_{0}\right)=(0,1,2,4,5 ; 2,3,4,5,6,7)
$$

Use the following encoding method:

- 0 - - - 10;
- 1 - - - 01;
- DC - - - 11;
we obtain the Karnaugh maps as follows:
The corresponding function is: $P_{1}\left(X_{0}\right)=\bar{b}+\bar{a} \bar{c}$.
The corresponding function is: $P_{2}\left(X_{0}\right)=a+b$
Their respective BDDs are as follows:


Figure 37: Decomposition of $f$


Figure 38:


Figure 39: Karnaugh map for $P_{1}\left(X_{0}\right)$


Figure 40: Karnaugh map for $P_{2}\left(X_{0}\right)$

$\mathrm{P}_{2}\left(\mathrm{X}_{0}\right)$


Figure 41:

Using this method, we can use BDDs to represent sets. Therefore for a partition, there exists corresponding BDDs to represent the sets corresponding to blocks of this partition.

## Set Operations.

1) Set intersection:

Set intersection is equivalent to do AND operation on BDDs which is an operation in BDD package.
For example:

$$
\Pi_{G}=(0,1,6,7 ; 2,3,4,5,7)
$$

let $\Pi_{1}$ and $\Pi_{2}$ represent BDDs respectively.
Then with a BDD package, we can get $P_{1} \Pi_{1}, P_{1} \Pi_{2}, P_{2} \Pi_{1}, P_{2} \Pi_{2}$ which correspond to the four sets $(0,1 ; 6,7 ; 2,4,5 ; 2,3,4,5,7)$ after set intersection of $P\left(X_{0}\right)$ and $\Pi_{G}$.
2) Set Union:

Set Union is equivalent to the OR operation on BDDs which could be realized with a BDD package.
For example: $P(B)=(0,6,7 ; 1,6,7 ; 2,3,5,7 ; 2,3,4,7)$, when merging $B_{1}$ and $B_{2}$ together, the BDD for the new set $(0,1,6,7)$ is the same as the BDD obtained from OR operation on the two BDDs of $(0,6,7)$ and $(1,6,7)$.
3) Relation less than or equal to.

If set $B_{1} \subseteq B_{2}$, then $B_{1} \sharp B_{2}=\oslash<=>B_{1} \cap \overline{B_{2}}=\oslash$. With this method, it is easy to check if one set is less than or equal to another because we know BDD package can do AND operation, and we can


Figure $42: \Pi_{1}=\bar{a} \bar{b}+a b, \quad \quad \Pi_{2}=a \bar{b}+b c+\bar{a} b$


Figure 43: $P_{1} \Pi_{1}=\bar{a} \bar{b}, \quad P_{2} \Pi_{2}=a \bar{b}+b c+\bar{a} b, \quad P_{2} \Pi_{1}=a b, \quad P_{1} \Pi_{2}=a \bar{b}+\bar{a} b \bar{c}$
realize inverter just by exchanging the position of leaf node 0 and 1.

## 17 Basic Theorem.

Let $F$ be a multiple-valued function representing functional dependency $Y=F(X)$, where $X$ is the set of multiple-valued input variables and $Y$ is the set of binary output variables. Let $X=A \cup B$, $A \cap B=\emptyset$ and $C \subseteq A$.

We say that there is a functional decomposition of $F$ iff

$$
\begin{equation*}
F=H(A, G(B, C))=H(A, Z) \tag{9}
\end{equation*}
$$

where $G$ and $H$ denote functional dependencies: $G(B, C)=Z$ and $H(A, Z)=Y$ and $Z$ is the set of two-valued variables. If in addition, $C=\emptyset$, then $H$ is called a simple disjoint decomposition of $F$.

In other words we try to find functions $G$ and $H$, such that $G$ depends on variables in $B \cup C$, whereas $H$ depends on variables in $A$ and variables in $Z$, where $Z$ is the set of binary outputs of $G$. The outputs of the function $H$ are consistent with those of function $F$. So the function $F$ can be implemented as a multi-level PLA structure, but in contrary to the method proposed by Ciesielski [96], circuits implementing components $G$ and $H$ are, in general, circuits with multiple-valued input, two-valued output variables. Moreover as the decomposition process can be applied iteratively, the first level may contain an arbitrary number of PLAs (components $G$ ) and the second level contains a single PLA. The structure of the decomposed circuit is not limited to that of PLAs and standard decoders as in [48], however the PLAs with decoders are the most suitable devices for implementing MVL circuits. So the method is not confined to PLA synthesis and can be considered as a general function decomposition approach.

Particularly the proposed decomposition process can be applied to circuits following the assignment of the input variables to the decoders which additionally reduces the area of the final circuit. With the proposed structure, a multilevel circuit can be realized as serially connected components $G$ and $H$, where the outputs of $G$ form intermediate variables. Thus we will refer to this process as to a serial decomposition.

The following theorem [169] states the sufficient condition for the existence of a serial decomposition.
Theorem 17.1 Function $G$ and $H$ represent a serial decomposition of function $F$, i.e. $F=H(A, G(B, C))$ , if there exists a partition $\Pi_{G} \geq P(B \cup C)$ such that

$$
\begin{equation*}
P(A) \cdot \Pi_{G} \leq P_{F} \tag{10}
\end{equation*}
$$

where all the partitions are over the set of cubes and the number of two-valued output variables of component $\Pi_{G}$ is equal to $\left[\log _{2} L\left(\Pi_{G}\right)\right]$, here $L(\Pi)$ denotes the number of blocks of partition $\Pi$, and $[x]$ denotes the smallest integer equal to or large than $x$.

Here $\left[\log _{2} L\left(\Pi_{G}\right)\right]$ gives us the number of output signals from function $G$.
It is evident that partition $\Pi_{G}$ represents component $G$, and the product of partitions $P(A)$ and $\Pi_{G}$ corresponds to $H$. The truth tables of the resulting components can thus be obtained from these partitions.

Example 17.1 Let us decompose the function $F$ of Table 10.1. For $A=\left\{x_{1}, x_{6}\right\}, B=\left\{x_{2}, x_{3}, x_{4}, x_{5}\right\}$, $C=\emptyset$, we have

$$
\begin{aligned}
& P(A)=(1,2,9 ; 3,7 ; 4,5,8 ; 6 ; 10) \\
& P(B)=(1 ; 2,8 ; 3 ; 4 ; 5 ; 6,10 ; 7 ; 9)
\end{aligned}
$$

Consider

$$
P i_{G}=(1,2,3,5,6,8,10 ; 4,7,9)
$$

It can be easily verified that since $P(A) \cdot \Pi_{G} \leq P_{F}$, function $F$ is decomposable as $F=H\left(x_{1}, x_{6}, G\left(x_{2}, x_{3}, x_{4}, x_{5}\right)\right)$, where $G$ is a one-output function of four variables.

The truth tables of components $G$ and $H$ can be obtained from partitions $P(A), \Pi_{G}$, and $P_{F}$. Encoding the blocks of $\Pi_{G}$ respectively as 0 and 1, we immediately obtain the truth table of function $G$; it is presented in Table 10.2. The truth table of function $H$ can be derived by reencoding input vectors of $F$ using an intermediate variable $g$. The truth table obtained in this way is shown in Table 10.3 .

Example 17.2 For another example, in Table 10.1, we have:

$$
\begin{gathered}
P(B)=P\left(X_{1} X_{2}\right)=(0,6,7 ; 1,6,7 ; 2,3,5,7 ; 2,3,4,7) \\
P(A)=P\left(X_{0}\right)=(0,1,2,4,5 ; 2,3,4,5,6,7)
\end{gathered}
$$

if

$$
\Pi_{G}=(0,1,6,7 ; 2,3,4,5,7)
$$

then

$$
\begin{aligned}
P(B) & <\Pi_{G} \\
P(A) \cdot \Pi_{G}=(0,1 ; 6,7 ; 2,3,4,5,7) & <P_{F}=(2,3,4,5,7 ; 0,1,2,4 ; 6,7)
\end{aligned}
$$

Therefore this is a feasible decomposition with bondset $B=\left\{X_{1}, X_{2}\right\}$ and free set $A=\left\{X_{0}\right\}$. The number of output signal from $G$ is $\left[\log _{2} 2\right]=1$.

The questions are:

1. How to find bondset $B, C$ ?
2. How to find $\Pi_{G}$ ?

Definition 17.1 Let $B$ be a subset of the set of inputs $X$, an input partition generated by set $B$ is denoted as:

$$
P(B)=\prod_{x \in B} P(x)
$$

where $\prod$ denotes the product of partitions. $P(x)$ is a partition for variable $x$.
Definition 17.2 Let $B$ be a subset of outputs set $Y$, the output-consistency relation associated with $B$, i.e. $P_{F}(B)$, is called a rough - partition ( $r$-partition).

## Maximal Compatible Classes

To find the corresponding set of inputs for component $G$, we have to find $P(B \cup C)$, such that there exists $\Pi_{G} \geq P(B \cup C)$ that satisfies theorem 1. To solve this problem, consider a subset of primary inputs, $B \cup C$, and the $q$-block partition $P(B \cup C)=\left(B_{1}, B_{2}, \ldots, B_{q}\right)$ generated by this subset. Then we use a relation of compatibility of partition blocks to verify whether $P(B \cup C)$ is suitable for the decomposition or not.


Figure 44: Decomposition Block Diagram of Function $f$

|  | $X_{0}$ | $X_{1}$ | $X_{2}$ | $Y_{0}$ | $Y_{1}$ | g |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 0 | 0 | 0 | 1 | 0 |
| 1 | 1 | 0 | 1 | 0 | 1 | 0 |
| 2 | - | 1 | - | 0 | - | 1 |
| 3 | 0 | 1 | - | 0 | 0 | 1 |
| 4 | - | 1 | 1 | 0 | - | 1 |
| 5 | - | 1 | 0 | 0 | 0 | 1 |
| 6 | 0 | 0 | - | 1 | 0 | 0 |
| 7 | 0 | - | - | - | 0 | 0 |

Table 4:

Definition 17.3 Compatibility relation: Two blocks $B_{i}$ and $B_{j} \in P(B \cup C)$ are compatible iff partition $P_{i j}(B \cup C)$ obtained from partition $P(B \cup C)$ by merging blocks $B_{i}$ and $B_{j}$ into a single block satisfies $P(A) \cdot P_{i j}(B \cup C) \leq P_{F}$.

For example, in Table 10.1, we have:

$$
P(B)=(0,6,7 ; 1,6,7 ; 2,3,5,7 ; 2,3,4,7)=\left(B_{1}, B_{2}, B_{3}, B_{4}\right)
$$

if we merge $B_{1}$ and $B_{2}$ together, we get:

$$
\begin{aligned}
P_{12}(B) & =(0,1,6,7 ; 2,3,5,7 ; 2,3,4,7) \\
P(A) \cdot P_{12}(B) & =(0,1 ; 6,7 ; 2,3,5,7 ; 2,3,4,7)<P_{F}
\end{aligned}
$$

therefore $B_{1}$ and $B_{2}$ are compatible, denoted as $B_{1} \sim B_{2}$.
The same way we can check the compatibility relation of other blocks in $P(B)$, the result is: $B_{1} \sim B_{2}$, $B_{3} \sim B_{4}$.

A compatible class is called Maximal Compatible Class (MCC) if and only if it can not be properly covered by any other compatible class.

Thus we have MCC1 $=\left\{B_{1}, B_{2}\right\}, \mathrm{MCC} 2=\left\{B_{3}, B_{4}\right\}$. From this we can find the minimal cover, i.e. $\left\{\left\{B_{1}, B_{2}\right\},\left\{B_{3}, B_{4}\right\}\right\}$, and $\Pi_{G}=(0,1,6,7 ; 2,3,4,5,7)$. We can easily see that $\Pi_{G}$ corresponds to a 1-output function $G$. Therefore we have $F=\left(X_{0}, G\left(X_{1}, X_{2}\right)\right)$.

## Encoding of Compatible Classes

As the truth table of $H$ is partially constructed of $G$ block outputs and the $G$ blocks output are nothing but the codes allotted during the encoding process, it is very important to find right code to reduce the number of logic blocks needed to implement a truth table.

It is easy to find function $G$ and $H$ from Table 10.2. $g=X_{1}, Y_{0}=X_{1} X_{0}, Y_{1}=X_{0}$. The circuit of this function is shown in Fig 11.3.

## 18 Decomposition of Decision Tables.

The proposed functional decomposition procedure can also be effectively used for reduction of space requirements in many problems related to data representation in machine learning [83, 142].

Let $F$ be a mapping function

$$
\begin{equation*}
F: c_{1} \times \ldots \times c_{n} \longrightarrow D \tag{11}
\end{equation*}
$$

representing functional dependency $D=F(C)$, where $C$ is the set of condition attributes and $D$ is the set of decision attributes.

Let $A, B$ be the subsets of $C$ such that $C=A \cup B$ and $A \cap B=\emptyset$. We say that there is a functional decomposition of $F$ iff the original mapping $F$ can be replaced with two mapping functions $G$ and $H$ such that

- $G: b_{1} \times \ldots \times b_{t} \longrightarrow L$
- $H: a_{1} \times \ldots \times a_{t} \times L \longrightarrow D$
- i.e. $F(C)=H(A, G(B))=H(A, g)$, where $G$ and $H$ denote functional dependencies:
- $G(B)=g$ and $H(A, g)=D$.

The final decision $D$ is achieved trough a two-step process whereby an instance is mapped to an intermediate label using one subset of attributes, and then mapped to the final label using a disjoint subset of attributes.

The problem is, therefore, quite similar to that of decomposition of multiple-valued functions. The only difference lies in fact that the set of binary outputs is now replaced by a multiple valued decision attribute. Thus a simple counterpart of Theorem 1 for a case of decision tables can be stated as follows:

Theorem 18.1 Functions $G$ and $H$ represent a functional decomposition of function $F$ i.e. $F=$ $H(A, G(B))$ iff there exists a partition $\Pi_{G} \geq P(B)$ such that

$$
\begin{equation*}
P(A) \cdot \Pi_{G} \leq P(D) \tag{12}
\end{equation*}
$$

where all the partitions are over the set of objects and the number of values of component $G$ is equal to the number of blocks (i.e. equivalence classes) of partition $\Pi_{G}$.

The structure of the decomposed function is shown in the Fig. 12.1. The procedure of making a final decision is as follows: an intermediate decision is made on the basis of the attributes' subset $B$ and then taking into consideration both the intermediate decision and the attributes subset $A$, the goal decision is made, which is equal to the corresponding value of the function $F$.

In the theorem the partition $\Pi_{G}$ represents mapping function $G$, and the product of partitions $P(A)$ and $\Pi_{G}$ corresponds to $H$. The component decision tables of the resulting mappings can be obtained from these partitions.

The decomposition gain comes from the fact that in some cases the table representation size of the function generated using decomposition will be much smaller than the representation of a single unified function.

The same example can be used to explain how two-step decomposition process may be a better way to capture structure in the data represented by decision tables. The function $F$ given previously in the form of a truth table now is rewritten in the form of a decision table (Table 12.1.).

Example 18.1 Let us decompose the function $F$ of Table 5 taking into consideration the following sets of attributes: $A=\left\{a_{4}, a_{5}, a_{6}\right\}, B=\left\{a_{1}, a_{2}, a_{3}\right\}$. Representing them in the form of partitions

$$
\begin{aligned}
& P(A)=\{1 ; 2 ; 3 ; 4 ; 5,7 ; 6,9,10 ; 8\} \\
& P(B)=\{1 ; 2,8 ; 3,6,7 ; 4 ; 5,9 ; 10\}
\end{aligned}
$$

and assuming the following partition to be the partition $\Pi_{G}=\{1,2,3,4,6,7,8 ; 5,9,10\}$, it can be easily verified that $P(A) \cdot \Pi_{G} \leq P_{D}$, where $P_{D}=(1,2,7 ; 3,4,6 ; 5,8 ; 9,10)$.

Thus the original function $F$ can be replaced with two mapping functions $G$ and $H$ such that

$$
F=H\left(a_{4}, a_{5}, a_{6}, G\left(a_{1}, a_{2}, a_{3}\right)\right)
$$

The decision tables corresponding to the $G$ and $H$ can be obtained from partitions $P(A), \Pi_{G}$, and $P_{D}$. Encoding the blocks of $\Pi_{G}$ respectively as 1 and 2 , we immediately obtain the table of function $G$; it is presented in Table 12.2.. The table of function $H$ can be derived by reencoding input vectors of $F$ using an intermediate variable $g$. The table obtained in this way is shown in Table 12.3.

Further processing of such tables is presented in [169].

## 19 Approaches to Column Compatibility Problem.

It should be one of the goals of this research to develop an understanding how different decompositions, search strategies and constraints affect the final value of the DFC, the generalization abilities of the algorithm, and its learning time.

The quality of the attained column minimization seems to be of crucial importance here.
The column minimization problem has been reduced in the past to one of these:

- incompatibility graph coloring,
- incompatibility graph maximum independent set partitioning.
- compatibility graph maximum clique partitioning.
- compatibility graph maximum clique covering.

All these problems are mathematically equivalent, but can be solved with heuristic approaches that will perform better or worse on particular categories of graphs.

The Compatibility Graph is a graph which illustrates the compatibility relationship among columns of the decomposition chart. Because two columns can be either compatible or not compatible, the compatibility graph and the incompatibility graph are mutual complements. It means, the sets of edges of these graphs are disjoint and the union of the sets of edges creates a full graph.

In Figure 13 , the number in each node (denoted by a circle) is the column number. The letter beside the circle is the color assigned to the node (column) after graph coloring. The Set Covering Problem will be discussed in section 18. The Graph Coloring Problem will be discussed in section 19.

The problem to minimize the number of columns has been discussed by all authors of decomposition programs. Some of them discuss it as the set covering of a compatibility graph with nodes corresponding to subfunctions of cofactors, some other authors represent it as a graph coloring of an incompatibility graph that is a complement of the above compatibility graph. These formulations are mathematically, but not neccessarily heuristically, equivalent.

It seems, however, that there is something wrong with both above formulations. At least, the columns of don't cares should be separated from coloring and covering and next encoded as don't cares. See Fig. 17.2.

### 19.1 Troubles with the Column Compatiblity Problem.

This problem is not known from the literature and was observed in WL. Let us assume that we have 100 input variables and $99.99999999 \%$ don't cares. This means, most columns are columns of don't cares. The problem was observed for the parity function with about 100 variables. For parity there is obviously no variable partitioning problem and all the experienced troubles to find the obvious decomposable minimum solution of a negated EXOR are because of the bad column grouping method.

The question is - "how to group columns to avoid these troubles?"
The following ideas should be considered:

1. Do not combine columns of only don't cares with other columns. See Fig. 17.2.
2. Solve column minimization together with the column assignment. For instance, in essence we do not need to minimize absolutely the column multiplicity, only to get it below $k=2^{r}$, so if $\mathrm{r}=3$, 8 is as good as 5 .
3. Another approach - weighted covering, combine only columns that have 0's corresponding to 0's and 1's corresponding to 1's, and not 0's corresponding to -'s and 1's corresponding to -'s.
4. Use greedy algorithm that selects the largest clique, remove it, and iterate. Similarly to the "disjoint star" covering algorithm of Michalski.
5. Combine step-by-step the most similar columns. Take into account the number of agreements (0 and - , and 1 and - are not treated as agreements).

## 20 The Set Covering Approach to the Column Compatibility Problem.

### 20.1 The compatibility relation.

As it is seen from Theorem 10.1 (former 1), the main task of decomposition is to verify if a subset of input variables for function $G$ which, when applied as a subfunction to function $H$ will generate final function $F$, i.e. to find $P(B)$, such that there exists $\Pi_{G} \geq P(B)$ that satisfies condition (????4) in Theorem 10.1 (former 1). To solve this problem, consider a subset of input variables, $B$, and an m-block partition $P(B)=\left(B_{1} ; B_{2} ; \ldots ; B_{m}\right)$ generated by this subset.

A relation of compatibility of partition blocks will be used to verify whether or not partition $P(B)$ is suitable for serial decomposition.

Definition 20.1 Two blocks $B_{i}, B_{j} \in P(B)$ are compatible if and only if partition obtained from partition $P(B)$ by merging blocks $B_{i}$ and $B_{j}$ into a single block $B_{j}$ satisfies condition (??4) in Theorem ??, i.e., if and only if:

$$
\begin{equation*}
P(A) \cdot \Pi_{G^{\prime}} \leq P_{D} \tag{13}
\end{equation*}
$$

Definition 20.2 A subset of $n$ partition blocks, $B=\left\{B_{i_{1}}, B_{i_{2}}, \ldots, B_{i_{n}}\right\}$, where $B_{i_{j}} \in P(B)$, is a class of compatible blocks for partition $P(B)$ if and only if all blocks in $B$ are pairwise compatible.

Definition 20.3 A compatible class is called a Maximal Compatible Class (MCC) if and only if it cannot be properly covered by any other compatible class.

The set $M=\left\{M C C_{1}, \ldots, M C C_{r}\right\}$ of all Maximal Compatible Classes can be thus formed from the set of all compatible pairs $\left(B_{i}, B_{j}\right)$, which in this case can be interpreted as arcs of a graph $G=$ ( $B, C O M$ ), where elements of $B$ represent its vertices, $C O M$ represents the compatibility relation and where two vertices are connected by an arc iff $B_{i}$ and $B_{j}$ are compatible i.e. ( $B_{i}, B_{j}$ ) $\in C O M$. In such a formulation the procedure for computing the MCCs can be summarized as follows.

Procedure $C O M$ to find the Compatibility Relation.
Let $S_{j}$ be the set containing all the blocks $B_{i}$ for which $B_{j}$ and $B_{i}$ are compatible and $i<j$.

1. A compatible list (CC-list) is initiated with one set containing the first block as its only element.
2. If $S_{j}$ is an empty set, a new class consisting of one block $B_{j}$ is added to the CC-list before moving to the next $S$. Since block $B_{j}$ is in conflict with blocks $B_{1}$ to $B_{j-1}$, it is placed in a one element set.
3. If $S_{j}$ is not empty, its intersection with every member CC of the current CC-list, $S_{j} \cap \mathrm{CC}$ is calculated. If the intersection is empty, the sets are not changed otherwise a new class is created by adding to the intersection an one element set $B_{j}$.

Example 20.1 For the function of Example 1????, and the same sets $A, B$ as in Example 2????, let us denote the blocks of $P(B)$ as $B_{1}, \ldots, B_{8}$ respectively, i.e. $P(B)=\left\{B_{1}, \ldots, B_{8}\right\}$, where $B_{1}=\{1\}, B_{2}$ $=\{2,8\}, B_{3}=\{3\}, B_{4}=\{4\}, B_{5}=\{5\}, B_{6}=\{6,10\}, B_{7}=\{7\}, B_{8}=\{9\}$.

Let us check if $B_{2}=\{2,8\}$ and $B_{4}=\{4\}$ are compatible. We have:

$$
P_{24}(B)=\{1 ; 2,4,8 ; 3 ; 5 ; 6,10 ; 7 ; 9\} .
$$

As

$$
P(A) \cdot P_{24}(B)=\{1 ; 2 ; 9 ; 3 ; 7 ; 4,8 ; 5 ; 6 ; 10\}
$$

does not satisfy

$$
P(A) \cdot P_{24}(B) \leq P_{F}\left(\text { for } P_{F}, \text { see Example } 10.1\right)
$$

$B_{2}$ and $B_{4}$ are not compatible.
For $B_{2}=\{2,8\}$ and $B_{5}=\{5\}$, we obtain

$$
P_{25}(B)=\{1 ; 2,5,8 ; 3 ; 4 ; 6,10 ; 7 ; 9\}
$$

and

$$
P(A) \cdot P_{25}(B)=\{1 ; 2 ; 9 ; 3 ; 7 ; 4 ; 5,8 ; 6 ; 10\} \leq P_{F}
$$

Thus, $B_{2}$ and $B_{5}$ are compatible. In a similar way we check the compatibility of each pair of blocks in $P(B)$ finding the following relation:

$$
\begin{aligned}
& C O M=\left\{\left(B_{1}, B_{2}\right),\left(B_{1}, B_{3}\right),\left(B_{1}, B_{4}\right),\left(B_{1}, B_{5}\right),\left(B_{1}, B_{6}\right),\left(B_{1}, B_{7}\right),\left(B_{2}, B_{3}\right),\left(B_{2}, B_{5}\right),\left(B_{2}, B_{6}\right)\right. \\
& \quad\left(B_{2}, B_{7}\right),\left(B_{3}, B_{4}\right),\left(B_{3}, B_{5}\right),\left(B_{3}, B_{6}\right),\left(B_{3}, B_{8}\right),\left(B_{4}, B_{6}\right),\left(B_{4}, B_{7}\right),\left(B_{4}, B_{8}\right),\left(B_{5}, B_{6}\right),\left(B_{5}, B_{7}\right), \\
& \left.\quad\left(B_{5}, B_{8}\right),\left(B_{6}, B_{7}\right),\left(B_{6}, B_{8}\right),\left(B_{7}, B_{8}\right)\right\} .
\end{aligned}
$$

The Compatibility Graph drawn from this relation is shown in Figure 14.1. There is an edge in the graph for each element of relation COM.

Hence, assuming that the blocks of $P_{G}$ are denoted by their indexes we obtain the $S_{j}$ sets and corresponding MCCs (for the sake of simplicity we write $S_{j}$ sets and CC-lists by indexes of $B_{j}$ ):

```
\(S_{1}=\emptyset \quad C C_{1}=\{1\}\)
\(S_{2}=\{1\} \quad C C_{2}=\{1,2\}\)
\(S_{3}=\{1,2\} \quad C C_{3}=\{1,2,3\}\)
\(S_{4}=\{1,3\} \quad C C_{4}=\{1,3,4\},\{1,2,3\}\)
\(S_{5}=\{1,2,3\} \quad C C_{5}=\{1,2,3,5\},\{1,3,4\}\)
\(S_{6}=\{1,2,3,4,5\} \quad C C_{6}=\{1,2,3,5,6\},\{1,3,4,6\}\)
\(S_{7}=\{1,2,4,5,6\} \quad C C_{7}=\{1,2,5,6,7\},\{1,4,6,7\},\{1,2,3,5,6\},\{1,3,4,6\}\)
\(S_{8}=\{3,4,5,6,7\} \quad C C_{8}=\{5,6,7,8\},\{4,6,7,8\},\{3,5,6,8\},\{3,4,6,8\},\{1,2,5,6,7\},\{1,4,6,7\},\{1,2,3,5,6\},\{1,3,4,6\}\)
```

As the last C-list represents Maximal Compatible Classes we conclude:

$$
\begin{aligned}
& M C C_{1}=\left\{B_{5}, B_{6}, B_{7}, B_{8}\right\} \\
& M C C_{2}=\left\{B_{4}, B_{6}, B_{7}, B_{8}\right\} \\
& M C C_{3}=\left\{B_{3}, B_{5}, B_{6}, B_{8}\right\} \\
& M C C_{4}=\left\{B_{3}, B_{4}, B_{6}, B_{8}\right\} \\
& M C C_{5}=\left\{B_{1}, B_{2}, B_{5}, B_{6}, B_{7}\right\} \\
& M C C_{6}=\left\{B_{1}, B_{4}, B_{6}, B_{7}\right\} \\
& M C C_{7}=\left\{B_{1}, B_{2}, B_{3}, B_{5}, B_{6}\right\} \\
& M C C_{8}=\left\{B_{1}, B_{3}, B_{4}, B_{6}\right\}
\end{aligned}
$$

The next step of calculating the $\Pi_{G}$ is a process of selecting a subset of MCCs that cover the set of all blocks of $P_{G}$ i.e. $B=\left\{B_{1}, \ldots, B_{m}\right\}$. This procedure is based on the following observation. As for each $M C C_{i} \in M$, where $M C C_{i}=\left\{B_{i_{1}}, B_{i_{2}}, \ldots, B_{i_{k}}\right\}$, a partition:

$$
\Pi=\left\{\left\{B_{i_{1}}, B_{i_{2}}, \ldots, B_{i_{k}}\right\},\left\{B_{i_{k+1}}\right\}, \ldots,\left\{B_{i_{m}}\right\}\right\}
$$

satisfies the inequality $P(A) \cdot \Pi \leq P_{D}$, then the partition $\Pi_{G}$ satisfying the same inequality i.e. $P(A) \cdot \Pi_{G} \leq P_{D}$ and having the minimum number of blocks can be found by solving the following cover problem:

$$
\bigcup M C C_{j}=B \text { and } k=\min
$$

The minimal $k$ ensures the minimum number of blocks of partition $\Pi_{G}$. In other words we try to find a subset of MMCs such that their union results in the set $B$.

The Clique Partitioning of the Compatibility Graph is shown in Figure 14.2.
We will describe a selection $\operatorname{MIN}(\mathrm{M})=\left\{M C C_{i_{1}}, M C C_{i_{2}}, \ldots, M C C_{i_{r}}\right\}$ of all MCCs in the form of the binary matrix $M$ for which an element $m_{i j}(i=1, \ldots, r=C A R D(B), j=1, \ldots, t=C A R D(M))$ is defined as follows:

$$
\begin{aligned}
& 1, \text { if } x_{j} \in C_{i} \\
& m_{i j}= \\
& 0, \text { otherwise }
\end{aligned}
$$

Thus, the $M$ matrix is a 0-1 matrix determined by the MMCs and the problem transforms to the classical Boolean matrix covering problem, often called the Unate Covering problem [?, ?], where the goal is to select an optimal set $L$ of MCCs corresponding to columns of $M$. Here a "column covering" $L$ means that every row of $M$ contains a " 1 " in some column which appears in $L$. More precisely, a column cover of binary matrix is defined as a set $L$ of columns such that for every $i$ :

$$
\sum_{j \in L} m_{i j} \geq 1
$$

Cover $L$ of $M$ is in one-to-one correspondence with the selected subset of MCCs such that their union forms the set $B$.

The $\operatorname{MIN}(M)$ represents partition $\Pi_{G}=\{1, \ldots, k\}$ in the following way:

$$
\beta=\left\{B_{i_{1}}, B_{i_{2}}, \ldots, B_{i_{q}}\right\}
$$

is a block of $\Pi_{G}$ if and only if $\beta \subseteq$ MCC and there is no $\beta^{\prime}$ such that $\beta \cap \beta^{\prime} \neq \emptyset$. Thus blocks of $\Pi_{G}$ can be created from MCC by eliminating the repeated elements of B in the minimal cover MIN $(M)$. The final $\Pi_{G}$ is a result of the union of objects forming a set of blocks included in any single block of $\Pi_{G}$.

Example 20.2 For the MCCs from Example 14.1. (former4), one of the minimal disjoint covers (clique partitions) is $M C C_{7}, M C C_{2}-\left\{B_{6}\right\}=\left\{\left\{B_{1}, B_{2}, B_{3}, B_{5}, B_{6}\right\},\left\{B_{4}, B_{7}, B_{8}\right\}\right\}$, and the corresponding $\Pi_{G}$ is $\Pi_{G}=\{1,2,3,5,6,8,10 ; 4,7,9\}$, as it was assumed in Example 1?????.

## 21 Graph Coloring Approach to the Column Compatibility Problem.

The graph coloring approach was implemented in Trade program. The problem of finding the smallest column multiplicity was reduced to the one of performing graph coloring with the minimum number of colors. Graph coloring, [?, ?, ?, ?] is one in which every two nodes linked by an edge are assigned different colors. Minimum graph coloring is one with the minimum number of colors. The number of colors in the minimum coloring is called the chromatic number of the graph.

Graph coloring is an NP-hard problem. There has been a substantial research on it in order to find the algorithms for a quasi-optimum solution with the fastest possible speed. The method presents here is a fast graph coloring method. This method has been programmed and tested on many examples, it resulted in excellent colorings. The method found exact colorings for graphs in [?] and even found better coloring than one claimed to be the minimal in the book. The method is called the Color Influence Method.

The main idea of this method is to evaluate the influence of the color assignment to a node over the entire graph, and chose the color which results in a minimum influence. The minimum influence means that the color assignment to a node will produce a minimum increase of color-in-bar's. The color-in-bar's (restrictions) are the colors that the node cannot be assigned with, which are denoted by $\bar{A}, \bar{B} \ldots, \bar{A} \bar{B}, \bar{A} \bar{C}, \ldots$ as in Figure 24. After each color assignment to a node, the complexity of the graph is decreased. This is a greedy method with global evaluation. The next example is used to illustrate this method.

Figure 24a shows a graph that needs to be colored. Start from the node with the most number of edges, that is node 2, assign color A to it. This color assignment results in that nodes $1,3,5$ and 6 cannot be assigned with color A, denote this restriction on those nodes by color-in-bar $\bar{A}$ 's, and remove all corresponding edges as shown in Figure 24b. Then, color the node with the most number of color-in-bar's. If there are more than one node with the same number of color-in-bar's, chose the node with the most number of edges. If there are still more than one node, evaluate the influence of each color assignment, and assign the node with a color which results in a minimum influence. If a node can be assigned with more than one color, the evaluation of the influence of each color assignment is also required. According to the rules stated above, nodes 5 and 6 are selected because they have the same number of color-in-bar's and the same number of edges. Assigning color B to node 6 will result in a restriction $\bar{A} \bar{B}$ on node 1 and a restriction $\bar{A} \bar{B}$ on node 5 . While assigning color $\underline{B}$ to node 5 will result in a restriction $\bar{A} \bar{B}$ on node 6 and a restriction $\bar{B}$ on node 4. Because one $\bar{A} \bar{B}$ restriction and one $\bar{B}$ restriction result in less influence than two $\bar{A} \bar{B}$ restrictions, assigning a color to node 5 produces less influence than assigning a color to node 6 . Node 5 is selected, color B is assigned to it, as shown in Figure 21(c). The same way, color C is assigned to node 6, as shown in Figure 21(d), and color B to node 1, as shown in Figure 24e. Nodes 3 and 4 are in the same condition, and have the same influence on the graph. If color B were assigned to node 3 , color A or color C must be assigned to node 4. The final color assignment is shown in Figure 24f.

The above algorithm was incorporated into a program, named $C O L O R$, and was run on a networked SUN 4/670MP Workstation. The program was tested on graphs with different number of nodes ( $\mathrm{N}=$ $100 \rightarrow 1000$ ) and different edge percentages ( $\mathrm{P}=10 \% \rightarrow 90 \%$ ). The maximum number of edges in a graph is
$N(N-1)$
2
$N$ is the number of nodes in the graph. The edge percentage ( P ) is simply the percentage of this maximum number of edges. Edges in the graph are randomly generated.

By statistic analysis, it is found that the time ( T ) is proportional to the number of nodes ( N ) in a polynomial form $T N^{2.5}$.

The graph coloring problem is then solved (approximately) in a polynomial time, and not in an
exponential time. For small graphs, we are able to verify that the algorithm gives the minimum solutions. It is then hoped that it gives reasonably good results for larger graphs as well, but this claim cannot be verified, since the exact minimal optimizer is not available. The pseudo-code for graph coloring is shown in Figure 23.

## 22 AND,OR,EXOR Decompositions.

In this section we will present our implementation of the "gate-type" decomposition approach of Steinbach, Bochmann, Posthoff and Dressing. This is a "gate-type" decomposition - two-input gates: AND, OR, and EXOR are assumed. The decompositions for these gates can be either disjoint or nondisjoint. Although this is not a Functional Decomposition and the concept of multiplicity index is not used, this decomposition is more similar to AC than any other "gate type" decomposition from the literature. This approach allows to decompose large functions relatively quickly, and the method can handle efficiently don't cares.

Boolean operators are defined that are powerful and universal, do not depend on the actually used representation of Boolean functions, and, being purely Boolean concepts, can be implemented in conjunction with any other representations of binary functions. This can be taken advantage of by reformulating these operators for other types of decompositions: multiple-valued, fuzzy, and other logic. The general decomposition method expressed by operators should remain the same.

The symbolic operators are: complementation, cofactor, AND, OR, MIN, MAX, and EXOR. In contrast to XBOOLE, which uses Ternary Vector List (TVL) data structure, and Luba who uses lists of minterm numbers, we use here a new kind of data structure that we call a function bundle.

Function bundle is a structure of:

- a cube_list of input variables, denoted cli.
- a cube_list of output variables, denoted clo.
- a list of ordered partitions for input variables, denoted BI,
- a list of ordered partitions for output variables, denoted BO. If BO has just one element, it is denoted $\mathrm{F}=(\mathrm{M} 0, \mathrm{M} 1)$.

For a multiple-valued variable X with p values, the ordered partition is a list of pointers to BDDs, starting from pointer to $B D D_{\text {value }_{0}}, \ldots . B D D_{\text {value }_{p-1}}$.

### 22.1 Boolean Operations

The following Boolean operations are necessary; derivative, minimum and maximum. They are defined as follows:

1. Derivative:

$$
\begin{equation*}
\frac{\partial f(a, b, c)}{\partial a}=f(a=0, b, c) \oplus f(a=1, b, c) \tag{14}
\end{equation*}
$$

2. Minimum

$$
\begin{equation*}
\min _{a} f(a, b, c)=f(a=0, b, c) \cdot f(a=1, b, c) \tag{15}
\end{equation*}
$$

3. Maximum

$$
\begin{equation*}
\max _{a} f(a, b, c)=f(a=0, b, c)+f(a=1, b, c) \tag{16}
\end{equation*}
$$

For the Boolean operations defined above, we can see that all operations use cofactors of the given function. The derivative operation is the EXOR of positive and negative cofactors of the given function with respect to certain variable. The minimum operation is the AND of positive and negative cofactors of the given function with respect to certain variable, and the maximum operation is the OR of the positive and negative cofactors of the given function with respect to certain variable. If we want to find operations of derivative, minimum or maximum for more than one variable, the above operation definition should be applied iteratively.

Example 22.1 For a given function:

$$
\begin{equation*}
f(a, b, c, d)=a \bar{b}+\bar{a} b+\bar{a} c d \tag{17}
\end{equation*}
$$

Derivative:

$$
\begin{array}{r}
\frac{\partial^{2} f(a, b, c, d)}{\partial a \partial b} \oplus f(a=0, b=1, c, d) \oplus f(a=1, b=0, c, d) \oplus \\
f(a=1, b=1, c, d)=c d \oplus 1 \oplus 1 \oplus 0=c d \tag{18}
\end{array}
$$

Minimum:

$$
\begin{array}{r}
\min _{[a b]}^{2} f(a, b, c, d)=f(a=0, b=0, c, d) \cdot f(a=0, b=1, c, d) \cdot f(a=1, b=0, c, d) \cdot \\
f(a=1, b=1, c, d)=c d \cdot 1 \cdot 1 \cdot 0=0 \\
\min _{[c d]}^{2} f(a, b, c, d)=f(a, b, c=0, d=0) \cdot f(a, b, c=0, d=1) \cdot f(a, b, c=1, d=0) \\
f(a, b, c=1, d=1)=(\bar{a} b+a \bar{b}) \cdot(\bar{a} b+a \bar{b}) \cdot(\bar{a} b+a \bar{b}) \cdot \\
(\bar{a} b+a \bar{b}+\bar{a})=\bar{a} b+a \bar{b} \tag{20}
\end{array}
$$

Maximum:

$$
\begin{align*}
& \max _{[a b]}^{2} f(a, b, c, d)=f(a=0, b=0, c, d)+f(a=0, b=1, c, d)+ \\
& f(a=1, b=0, c, d)+f(a=1, b=1, c, d)=c d+1+1+0=1 \tag{21}
\end{align*}
$$

Graphical illustration of operations derivative, minimum and maximum for minterms are shown in Fig. 45.

Graphical illustration of operations derivative, minimum and maximum for ON and OFF cubes are shown in Fig. 2. The figure illustrates these operations with both Karnaugh maps and partitions.

Let us observe that the concepts of these three operators are absent from decompositions introduced by Luba et al, and are used in a different way in Ternary Vector List representation of XBOOLE.

### 22.2 Grouping.

By a grouping, [?], we understand the dismantling of a binary function $f(A, B, C)$ into two functions $g(A, C)$ and $h(B, C)$ with non-empty, disjoint sets of variables $A$ and $B$.

Depending upon the used operation $o$, which uses a disjunctive, conjunctive or linear grouping, the decomposition uses gates OR, AND or EXOR, respectively. The best decomposition occurs, if all variables can be divided into disjoint sets $A$ and $B$. If possible, these sets should also have equal numbers of elements. If $g(X)$ is equal to $x_{i}$ and for $h(X)=h\left(X \backslash x_{i}\right)$, the grouping degenerates into a simple splitting off of a variable. The weakest form of the grouping (the splitting off discussed earlier) exists if $A$ and $B$ contain only one variable each. A prerequisite for a grouping is that the function possesses the characteristic of groupability in at least ???-a type and after at least one variable partitioning-???. If this characteristic is present, we can usually form several different groupings.

For each binary function and each possible partitioning of set of variables $X$ to three disjoint variable sets $A, B$, and $C, X=(A, B, C)$, the definitions of disjunctive, conjunctive or linear groupabilities are formulated.
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Figure 45:

Definition 22.1 A Boolean function $f(A, B, C)$ is said to be (disjunctively, conjunctively of linearly) groupable with the operation $\bigcirc \in\{A N D, O R, E X O R\}$ and variable sets $A, B$ if

$$
\begin{equation*}
f(A, B, C)=g(A, C) \bigcirc h(B, C) \tag{22}
\end{equation*}
$$

Although not all Boolean functions are groupable, it has been proven in [?] that all Boolean functions, which are not groupable by the EXOR gate decomposition, are always disjunctively or conjunctively weakly groupable.

Definition 22.2 $A$ Boolean function $f(A, B)$ is said to be (disjunctively, conjunctively, or linearly) weakly groupable with operation $\bigcirc \in\{O R, A N D, E X O R\}$ and the variables set $A$ if

$$
\begin{equation*}
f(A, B)=h(A, B) \bigcirc g(A) \tag{23}
\end{equation*}
$$

The algorithm is based on the idea that the more symmetrical and the larger the vectors $A$ and $B$ are, the better is the design. The demand for symmetry is based on the fact that Boolean functions with equal number of variables in sets $A$ and $B$ produce better balanced circuits.

A maximum size of $A$ and $B$ results in a smaller vector $C$, to make functions $g(A, C)$ and $h(B, C)$ being dependent on less variables.

As a criterion for the best grouping the smaller one of $A$ and $B$ should be as large as possible. If more than one grouping has the same number of variables in the smaller vector, the grouping with the largest vector is the best. In contrast to the area-optimizing algorithm where one vector is filled first, now the number of variables in vectors $A$ and $B$ is increased alternately.

Example 22.2 Let us look at the following example in Fig. 46, where $f(a, b, c, d)$ stands for the original Boolean function, $f(a, b, c, d)_{O N}$ stands for the $O N$ - set function with don't care in $f(a, b, c, d)$ set to zero, and $f(a, b, c, d)_{O F F}$ stands for $O F F-$ set function with 0 s in $f(a, b, c, d)$ set to 1 , and 1 s and don't cares set to 0 .

Graphical ilustration of min, max and derivative operations for this function is shown in Fig. 47b, c, d.

For two disjoint partitions of the set $X=(A, B, C)$ and $\mathrm{X}=\left(A^{\prime}, B^{\prime}, C^{\prime}\right)$ we define the half-order relation $\preceq$ as in (24)

$$
\begin{equation*}
(A, B, C) \preceq\left(A^{\prime}, B^{\prime}, C^{\prime}\right) \Longleftrightarrow\left(\{A\} \subseteq\left\{A^{\prime}\right\}\right) \wedge\left(\{B\} \subseteq\left\{B^{\prime}\right\}\right) \tag{24}
\end{equation*}
$$

From all the compact groupings that exist for a binary function $f(X)$ we select the grouping that is the largest with respect to the half-order relation (24).

A weakly groupable function can be implemented by several weak groupings. For a disjunctively or conjunctively weakly groupable function $f(A, B)$ the function $g(A)$ can always be selected in such a way that $h(A, B)$ can be implemented more easily than $f(A, B)$, although the number of variables is not altered.

The question "is an incompletely specified function with the functions $f(X)_{O N}$ and $f(X)_{O F F}$ for $A$ and $B$ groupable?", can be answered using the following existence theorems.

Theorem 22.1 An incompletely specified function with functions $f(X)_{O N}$ and $f(X)_{O F F}$ for $A$ and $B$ is disjunctively groupable, if and only if

$$
\begin{equation*}
f(X)_{O N} \cdot \max _{A}^{k} f(X)_{O F F} \cdot \max _{B}^{k} f(X)_{O F F}=0 \tag{25}
\end{equation*}
$$

| abd | $\begin{array}{llllll}00 & 011110\end{array}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 00 | 0 | 0 | 1 | X |
| 01 | 1 | X | 1 | 1 |
| 11 | 0 | 0 | X | 0 |
| 10 | 1 | 1 | 1 | 1 |

$\mathrm{f}(\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d})$


| $\underset{a b}{c} d$ | $\begin{array}{llllll}00 & 0 & 1 & 11 & 10\end{array}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 00 | 0 | 0 | 1 | 0 |
| 01 | 1 | 0 | 1 | 1 |
| 11 | 0 | 0 | 0 | 0 |
| 10 | 1 | 1 | 1 | 1 |

$q(a, b, c, d)$

## Example for Logic

Decomposition

Figure 46: The Example of Care Functions

The above equation implies that no pattern from the ON-set may be in the projection of the OFF-set in the $A$ direction and in the $B$ direction.

Dual situations exist in conjunctively groupable functions.
Theorem 22.2 An incompletely specified function with functions $f(X)_{O N}$ and $f(X)_{O F F}$ for $A$ and $B$ is conjunctively groupable, if and only if

$$
\begin{equation*}
f(X)_{O F F} \cdot \max _{A}^{k} f(X)_{O N} \cdot \max _{B}^{k} f(X)_{O N}=0 \tag{26}
\end{equation*}
$$

The function find_A_B determines strong nonlinear (disjunctive or conjunctive) groupability, if such a groupability exists. The conditions for the groupability can be described using care functions $f(X)_{O N}$ $=\mathrm{M} 1$ and $f(X)_{O F F}=\mathrm{M} 0$, from bundle $F B(X, f)$.

Subroutine find_A_B

GIVEN :
Bundle of function $\$ \mathrm{f} \$ \mathrm{FB}(\mathrm{x}, \mathrm{f})$.
Type: ' d ' for disjunctive
, c 'for conjunctive grouping.
Function find_A_B(FB, type, A, B), returns the
value "true", if FB is groupable according to the required strong "type" of grouping ( 'd' or 'c'). In this case the grouping sets A and B are returned.

a)

b)

c)

|  | 00 | 01 | 11 | 10 |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 1 | 1 |
| 1 | 0 | 1 | 1 | 1 |

d)

Figure 47: Wrong figure !!!

## Conceptural Diagram of Decompositions



Figure 48: Strong Disjunctive, Conjunctive and Linear Decompositions.

```
function find_A_B(FB:bundle;type:char;
    var A,B:cube_list):boolean;
var u,v1,v2,v1n,v2n,h1,h,M1,M0 : bdd;
var a,b,pa,CLI : cube_list;
var gef : boolean;
begin
M1 := get_M1(FB);
MO := get_MO(FB);
CLI := get_CLI(FB);
BI := get_BI(FB);
if type = 'd' then begin u := M1; v1 := M0; v2 := M0 end;
    else begin u := M0; v1 := M1; v2 := M1 end;
gef := false;
a := sv_first(u); (* loop through variable a *)
while (SV_SIZE(a) > 0) and not gef do
    begin (* Initial solution a = variable, B = set *)
    v1n := MAXK(v1,a,CLI,BI);
    h1 := ISC(u,v1n);
    b := SV_NEXT(CLI,a);
    while (SV_SIZE(b) > 0) do (* loop through variable b *)
        begin
        v2n := MAXK(v2,b,CLI,BI);
        h := ISC(h1,v2n);
        if TE(h) then begin gef := true; v2 := v2n end;
```

|  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 00 | 0 | 0 | 1 | 0 |
| 01 | 1 | 1 | 1 | 1 |
| 11 | 0 | 0 | 0 | 0 |
| 10 | 1 | 1 | 1 | 1 |





Figure 49:

```
        b := SV_NEXT(CLI,b);
        end;
    if gef then B := SV_DIF(CLI,v2) else a := SV_NEXT(CLI,a);
            (* set B created here *)
    end;
if gef then
    begin (* strong solution A-set/B- set *)
    v1 := v1n;
    pa := SV_DIF(v1,B);
    h1 := ISC(u,v2);
    a := SV_NEXT(pa,a);
    while (SV_SIZE(a) > 0) do
        begin
        v1n := MAXK(v1,a,CLI,BI);
        h := ISC(h1,v1n);
        if TE(h) then v1 := v1n;
        a := SV_NEXT(pa,a);
        end;
    A := SV_DIF(u,v1); (* set A created here *)
    end;
end;
```

If groupability was determined, then the bundles of functions $g(A, C)$ and $h(B, C)$ are calculated. Different possibilities exist for grouping. For each of the three types of grouping we would like to find large functions.

The grouping bundles $F B(A, C,\{g\})$ with $g(A, C)_{O N}=\mathrm{M} 1 g$ and $g(A, C)_{O F F}=\mathrm{M} 0 \mathrm{~g}$ as well as $F B(B, C,\{h\})$ with $h(B, C)_{O N}=\mathrm{M} 1 \mathrm{~h}$ and $h(B, C)_{O F F}=\mathrm{M} 0 \mathrm{~h}$ can be calculated for the disjunctive grouping with the formulas (27) to (30), if $F B(x,\{f\})$ is disjunctively groupable with respect to ( $A$, $B, C)$.

$$
\begin{gather*}
g(A, C)_{O N}=\max _{B}^{k} f(X)_{O N} \cdot \overline{\max _{B}^{k} f(X)_{O F F}}  \tag{27}\\
g(A, C)_{O F F}=\max _{B}^{k} f(X)_{O F F}  \tag{28}\\
h(B, C)_{O N}=\max _{A}^{k}\left[f(X)_{O N} \cdot \overline{g(A, C)_{O N}}\right]  \tag{29}\\
h(B, C)_{O F F}=\max _{A}^{k} f(X)_{O F F} \tag{30}
\end{gather*}
$$

For the conjunctive grouping we obtain the decomposed functions $g, h$ using formulas (31) to (34).

$$
\begin{gather*}
g(A, C)_{O N}=\max _{B}^{k} f(X)_{O N}  \tag{31}\\
g(A, C)_{O F F}=\max _{B}^{k} f(X)_{O F F} \cdot \overline{\max _{B}^{k} f(X)_{O N}}  \tag{32}\\
h(B, C)_{O N}=\max _{A}^{k} f(X)_{O N}  \tag{33}\\
h(B, C)_{O F F}=\max _{A}^{k}\left[f(X)_{O F F} \cdot \overline{g(A, C)_{O F F}}\right] \tag{34}
\end{gather*}
$$

The subroutine nonlinear_decomposition analyzes a given function bundle, first for disjunctive decomposition, next for conjunctive decomposition. It looks for compact groupability, and if the answer is "yes", it forms grouping bundles using (27) to (30) or (31) to (34).

```
Subroutine nonlinear_decomposition
FB(x, f): bundle of the function f.
Function nonlinear_decomposition(FB, M1g, M0g, M1h, M0h, type),
returns value "true", in case a
nonlinear grouping of the bundle with bdds M1 and
MO is possible. In this case the grouping bundles for
g(A,C) and h(B, C)
for the selected strong groupability are calculated and
returned together with their type ' d ' or ' c '.
Function g is specified by M1g and MOg.
Function h is specified by M1h and MOh.
function nonlinear_decomposition
            (FB:bundle;var M1g,M0g,M1h,MOh:bdd;
                var type:char):boolean;
var u,v,ug,vg,uh,vh : bdd;
var A,B : cube_list;
var gef : boolean;
begin
M1 := get_M1(FB);
MO := get_MO(FB);
CLI := get_CLI(FB);
BI := get_BI(FB);
type := 'd';
gef := find_A_B(FB,type,A,B);
            (* strong AND, strong OR *)
if not gef then
    begin
    type := 'c';
    gef := find_A_B(FB,type,A,B);
            (* calculates functions g and h
                for 'd' or 'c' grouping *)
    end;
if gef then
    begin
    if type = 'd' then begin u := M1; v := MO end;
                    else begin u := M0; v := M1 end;
    ug := DIF(MAXK(u,B,CLI,BI),MAXK(v,B,CLI,BI),CLI,BI);
    vg := MAXK(v,xb,CLI,BI); (* uses A and B to find g and h *)
    uh := MAXK(DIF(u,ug),A,CLI,BI);
    vh := MAXK(v,A,CLI,BI);
```

```
    if type = 'd' then begin M1g := ug; MOg := vg;
                            M1h := uh; NOh := vh end
                            else begin M1g := vg; MOg := ug;
                            M1h := vh; MOh := uh end;
    end;
nonlinear_decomposition := gef;
    (* informs by returning a flag *)
end;
```



Figure 50:

### 22.3 Linear Groupability.

The linear groupability for sets $A$ and $B$ is determined step by step. First, the derivative of the incompletely specifed function for a single variable $x_{a}$ is calculated using Lemma 15.1.

Lemma 22.1 The derivative of an incompletely specified function $f(X)$ with respect to variable $x_{a}$ is an incompletely specified function specified as follows:

$$
\begin{align*}
f_{x_{a}}\left(X \backslash x_{a}\right)_{O N} & :=\max _{x_{a}} f(X)_{O N} \cdot \max _{x_{a}} f(X)_{O F F}  \tag{35}\\
f_{x_{a}}\left(X \backslash x_{a}\right)_{O F F} & :=\min _{x_{a}} f(X)_{O N}+\min _{x_{a}} f(X)_{O F F} \tag{36}
\end{align*}
$$

Example 22.3 Figure 50 illustrates calculation of the above formulas using Kmaps.
Figure 50f shows $f_{a}(X)_{O N}=\max _{a} f(X)_{O N} \cdot \max _{a} f(X)_{O F F}$, and Fig. 50i illustrates $f_{a}(X)_{O F F}=$ $\min _{a} f(X)_{O N}+\min _{a} f(X)_{O F F}$. Finally, Fig. 50j shows the composite incompletely specified derivative which can be obtained by folding the K-map with respect to variable $a$ and calculating new values symetrically to $a$ as follows: $0 \oplus 1=1 \oplus 0=1,0 \oplus 0=1 \oplus 1=0,0 \oplus-=1 \oplus-=-$.

The ON-set of the derivative with respect to variable $x_{a}$ (35) assumes for all argument change combinations relative to variable $x_{a}$ the value one. Values zero are created in the derivative with respect to variable $x_{a}(36)$, if relative $x_{a}$ either two 1 minterms or two 0 minterms face each other. With the subroutine derivative the care functions $f(X)_{O N}=M 1$ and $f(X)_{O F F}=M 0$ of the derivative are found. This is described in the subroutine derivative presented below.

## Subroutine derivative

GIVEN :

M1: bdd of the ON-set of bundle $\mathrm{FB}(\mathrm{x}, \mathrm{f})$.

```
MO: bdd of the complement of the OFF-set of bundle FB(x, f).
A: { xa }, A is a set containing xa,
    a single variable for which the derivation is executed.
Procedure derivative(M1, M0, xa, M1a, MOa),
which calculates the bdds of the derivative bundle FB(X \ xa, fa).
procedure derivative(M1,M0:bdd,A:cube_list;var M1a,M0a:bdd);
begin
M1a := ISC(MAXK(M1,xa),MAXK(M0,xa));
M0a := UNI(NINK(M1,xa),MINK(M0,xa));
end;
```

Function $f(X)$ is linearly groupable with respect to variable $x_{a}$ and set of variables $B$ if:

$$
\begin{equation*}
\frac{\partial^{2} f(X)}{\partial x_{a} \partial x_{j}}=0 \tag{37}
\end{equation*}
$$

for all variables $x_{j}$ in set $B$.
Function $f(X)$ is linearly groupable with respect to variable sets $A$ and $B$ if:

$$
\begin{equation*}
\frac{\partial^{2} f(X)}{\partial x_{i} \partial x_{j}}=0 \tag{38}
\end{equation*}
$$

for all variables $x_{j}$ in set $B$, and for all variables $x_{i}$ in set $A$.

a)

c) $\frac{\mathrm{df}(\mathrm{X})}{\mathrm{da}}$

| 1 | 1 | 1 | 1 |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 |
| 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 |

c) $\frac{\mathrm{df}(\mathrm{X})}{\mathrm{db}}$

Figure 51:

## Example 22.4

$$
\begin{aligned}
& \frac{\partial^{2} f(X)}{\partial a \partial c}=\frac{\partial^{2} f(X)}{\partial a \partial d}=0 \\
& \frac{\partial^{2} f(X)}{\partial b \partial c}=\frac{\partial^{2} f(X)}{\partial b \partial d}=0
\end{aligned}
$$

Function $f(X)$ is linearly goupable with respect to variable $a$ and set of variables $\{c, d\}=B$. Therefore $f(X)$ is linearly groupable with respect to sets $A=\{a, b\}$ and $B=\{c, d\}$.

When such sets $A$ and $B$ are found, the linear groupability is calculated from the formulas:

$$
\begin{gather*}
g(A, C)=f(A, B=c 0, C)  \tag{39}\\
h(B, C)=\max _{A}^{k}[f(X) \oplus g(A, C)] \tag{40}
\end{gather*}
$$

Example 22.5 Given is function from Fig. 52. $B=00$ was selected (Fig. 52a) and respective $g(A)=$ $f(a=0, b=0, c, d)=c \oplus \bar{d}$ is found, Fig. 52b. Next $h(B, c)$ is found (Fig. 52e) by EXOR-ing $f(X)$ (Fig. 52c) and $g(A)$ (Fig. 52d). Finally max with respect to set $A$ is applied to remove vacuous variables (Fig. 52f).

However, below more efficient methods to test linear groupability and to find functions $g$ and $h$ will be given.

Theorem 22.3 (Dresig 1988). An incompletely specified function with functions $f(X)_{O N}$ and $f(X)_{O F F}$ is linearly groupable for variable $x_{a}$ and set of variables $B$, if and only if:

$$
\begin{equation*}
\max _{B}^{k} f_{a}(X)_{O N} \cdot \max _{B}^{k} f_{a}(X)_{O F F}=0 \tag{41}
\end{equation*}
$$

The above test for $\left(x_{a_{1}}, B\right)$ and $\left(x_{a_{2}}, B\right)$ only confirms the exclusive-or groupability for $\left(\left(x_{a_{1}}, x_{a_{2}}\right), B\right)$, if there is at least one specified function within the incompletely specified function which meets the requirements for $x_{a_{1}}$ as well as for $x_{a_{2}}$.

Example 22.6 Figure 53 illustrates calculation of linear groupability according to Theorem 22.3.
Fig. 53 shows that $f(X)$ is groupable with respect to $a$ and $\{c, d\}$ and with respect to $b$ and $\{c, d\}$. In this case, function is also groupable with respect to $\{a, b\}$ and $\{c, d\}$.

The likelihood of finding such functions is increased by using Theorem 22.4.
Theorem 22.4 The reduced incompletely specified function with the care functions:

$$
\begin{align*}
& f(X)_{O N}:=f(X)_{O N}+f\left(X \backslash x_{a}, \overline{x_{a}}\right)_{O F F} \cdot \max _{B}^{k} f_{a}(X)_{O N}+f\left(X \backslash x_{a}, \overline{x_{a}}\right)_{O N} \cdot \max _{B}^{k} f_{a}(X)_{O F F}  \tag{42}\\
& f(X)_{O F F}:=f(X)_{O F F}+f\left(X \backslash x_{a}, \overline{x_{a}}\right)_{O N} \cdot \max _{B}^{k} f_{a}(X)_{O N}+f\left(X \backslash x_{a}, \overline{x_{a}}\right)_{O F F} \cdot \max _{B}^{k} f_{a}(X)_{O F F} \tag{43}
\end{align*}
$$

contains all Boolean functions of the incompletely specified function that are linearly groupable for ( $\left.x_{a}, B\right)$.

Example 22.7 Figure 54 illustrates the usage of Theorem 22.4.
The question, whether a binary function is linearly groupable with respect to variable sets $A$ and $B$, cannot be simply answered by using a single equation. It becomes especially complex for strongly unspecified functions and weak decompositions. An iterative method described below must be used in such cases.

One can observe, that if set $A$ is first limited to single variable $x_{a}$, then the linear groupability $f(A, B, C)$ as in Figure 14.1 is obtained when the derivative of $f(X)$ with respect to variable $x_{a}$ is constant for each cofactor of set $B$. We first analyze if such linearly groupable with respect to variable $x_{a}$ functions are contained in an incompletely specified function $f$. These functions may be again incompletely specified, and our idea is to keep as many of their don't cares as possible.


Figure 52:

a)

| 0 | - | 1 | 1 |
| :---: | :---: | :---: | :---: |
| - | - | 1 | 1 |
| - | - | 1 | 1 |
| 0 | - | 1 | 1 |
| $\mathrm{f}_{\mathrm{a}}(\mathrm{X})$ |  |  |  |

b)

|  |  | 1 | 1 |
| :--- | :--- | :--- | :--- |
|  |  | 1 | 1 |
|  |  | 1 | 1 |
|  |  | 1 | 1 |

c)

|  |  | 1 | 1 |
| :--- | :--- | :--- | :--- |
|  |  | 1 | 1 |
|  |  | 1 | 1 |
|  |  | 1 | 1 |

e)

d)

| 0 | 0 | 0 | 0 |  |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 |  |
| 0 | 0 | 0 | 0 |  |
| 0 | 0 | 0 | 0 |  |
| $\max _{\{\mathrm{c}, \mathrm{d}\}} \mathrm{f}_{\mathrm{a}}(\mathrm{X})_{\mathrm{OFF}}$ |  |  |  |  |

f)

| - | - | 1 | 1 |
| :---: | :---: | :---: | :---: |
| - | - | 1 | 1 |
| - | 1 | 1 | 1 |
| - | 1 | 1 | 1 |
| $f_{b}(X)$ |  |  |  |

Figure 53:


| 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 |

$\min _{\{\mathrm{c}, \mathrm{d}\}} \mathrm{f}_{\mathrm{a}}(\mathrm{X})_{\mathrm{OFF}}$


Figure 54:

If in the derivative with respect to variable $x_{a}$ there exists a constant function in every cofactor of set $B$, then after derivative for $B$ operation applied to this function we obtain:

$$
f(X)_{O N}(C)=0
$$

Formula (41) is used as a condition for the linear groupability ( $x_{a}, B, C$ ).
While (41) helps only to find a reduced groupability, we will use it now to create the solution method for the linear groupability for arbitrary variable sets $A$ and $B$. Using (41) the linear groupability of any variable $x_{i} \in A$ can be checked with respect to set $B$. Unfortunately, executing this test successively for different $x_{i} \in A$, will not provide linear groupability for sets $B$ and $A$. That is because the individual linear groupabilities with respect to $x_{i} \in A$ and $B$ fix the values for certain originally freely available don't cares which can next lead to conditions mutually contradicting themselves.

If we limit the function groupable according to (41) to additionally satisfy formulas (42) and (43) in cofactors, then linearly groupable functions are preserved relative to these $A$ and $B$. This will be for most, but not for all such functions, so some linearly groupable functions with respect to $A$ and $B$ may be not found.

The subroutine check_EXOR_variable_set shown below reduces a function relative to $x_{i} \in A$ and $B$ after linear groupable (42) and (43) to a cofactor function. In this cofactor, if the groupability exists for $x_{j} \in A$ and $B$, then the probability is substantially higher than for the original function that at least one linearly groupable function with respect to $\left(x_{i}, x_{j} \in A\right)$ and $B$.

## Subroutine check_EXOR_variable_set.

GIVEN :

M1: bdd of the ON-set of bundle $F B(x, f)$.

```
MO: bdd of the complement of the OFF-set of bundle FB(x,f)
M1a: bdd of the ON-set of bundle FB(x, fa).
MOa: bdd of the complement of the OFF-set of bundle FB(x, fa).
A: { xa } a set containing a single variable xa.
B: a set of variables.
Procedure check_EXOR_variable_set(M1, M0, M1a, M0a, A, B),
limits bundle FB(x, f) to a cofactor,
for which variable xa is linearly grouped to set B.
procedure check_EXOR_variable_set
    (var M1,MO:bdd;M1a,MOa: bdd,A,B:cube_list);
var h0,h1,h2,h3 : bdd;
begin
h0 := CEL(MO,A,'10-');
    (* calculate the mirror function with respect to variable xa, *)
    (* it means, in every minterm of MO, literal xa is changed *)
    (* to \xa and literal \xa is changed to xa *)
h1 := CEL(M1,A,'10-'); (* do the same transformation for set M1 *)
h2 := MAXK(MOa,B);
h3 := MAXK(M1a,B);
M1 := UNI(M1,UNI(ISC(h0,h3),ISC(h1,h2)));
    (* use equation (4.51) *)
MO := UNI(MO,UNI(ISC(h1,h3),ISC(h0,h2)));
        (* use equation (4.52) *)
    end;
```

In the above procedure, M1 was calculated according to equation (42) and M0 according to equation (43).

In analogy to the analysis of the nonlinear groupability with the subroutine linear_grouping a strong linear decomposition is found, if function $f$ is linearly groupable. This subroutine relies on the formulas (24), (35), (36), (41), (42), and (43) and uses the subroutines derivative and check_EXOR_variable_set. The function is constructed to find strong linear groupability as efficiently as possible.

Subroutine linear_grouping
GIVEN :
M1: bdd of the ON-set of bundle $F B(x, f)$.
MO: bdd of the complement of the OFF-set of bundle $F B(x, f)$.

Function linear_grouping(M1, M0, A, B), returns value "true", if there is an

```
linearly groupable function in the bundle with M1 and M0.
In this case, sets A and B for strong
grouping are determined.
function linear_grouping(var M1, M0:bdd;A,B:cube_list):boolean;
var u,v,un,vn,M1a,MOa,h : bdd;
var a,b,pa : cube_list;
var gef : boolean;
begin
gef := false;
a := sv_first(M1);
while (SV_SIZE(a) > 0) and not gef do
        begin (* Initial solution for sets A, B. *)
        derivative(M1,M0,a,M1a,MOa);
        u := M1a;
        v := MOa;
        b := SV_NEXT(M1,a);
        while (SV_SIZE(b) > 0) do
            begin
            un := MAXK(u,b);
            vn := MAXK(v,b);
            h := ISC(un,vn);
            if TE(h) then
                    begin
                    gef := true;
                    u := un;
                            v := vn
                    end;
            b := SV_NEXT(u,b);
            end;
        if gef then
                        begin
                        A := a;
                        B := SV_DIF(M1a,u);
                        end
                else SV_NEXT(M1,a);
        end;
if gef then
        begin (* compact solution for A and B *)
        pa := SV_DIF(M1a,B);
        check_EXOR_variable_set(M1,M0,M1a,MOa , A , B) ;
                    (*
                            *)
        a := sv_first(pa);
        while (SV_SIZE(a) > 0) do
            begin
            derivative(M1,MO,a,M1a,MOa);
            h := ISC(MAXK(M1a,B),MAXK(MOa,B));
            if TE(h) then
                begin
```

```
            check_EXOR_variable_set(M1,M0,M1a,M0a,a,B);
                    (*
                    *)
            xa := SV_UNI(A,a);
            end;
        a := SV_NEXT(pa,a);
        end;
    end;
linear_grouping := gef;
end;
```

For linear groupability there are very many different grouping functions $h$ and $g$. Finding good functions $h$ and $g$ is difficult, since EXOR operation is involved here. During the analysis of the linear groupability we limited already the function, in order to obtain linear groupability for the individual $A[i]$ in connection with $B$.

However, the reduced function can be, with a very low probability, not linearly groupable.
The iterative construction of function $g(A, C)$ is done as follows. First, using equation (44). the initial value of function $u(A, C)$ is calculated:

$$
\begin{equation*}
u(A, C):=\max _{B}^{k}\left[f(X)_{O N}+f(X)_{O F F}\right] \tag{44}
\end{equation*}
$$

Next functions $g(A, C)_{O N}$ and $g(A, C)_{O F F}$ are initialized.

$$
g(A, C)_{O N}=0, \quad g(A, C)_{O F F}=0
$$

Next, equations (45) and (46) are applied:

$$
\begin{align*}
g(A, C)_{O N} & :=g(A, C)_{O N}+u(A, C) \cdot f(B=x b 0)_{O N}  \tag{45}\\
g(A, C)_{O F F} & :=g(A, C)_{O F F}+u(A, C) \cdot f(B=x b 0)_{O F F} \tag{46}
\end{align*}
$$

Now, in order to exclude contradictions, the function $u(A, C)$ is shrinked by sharping the above selected cofactor care functions.

$$
\begin{equation*}
u(A, C):=u(A, C) \cdot \overline{g(B=x b 0)}_{O N} \cdot \overline{g(B=x b 0)}_{O F F} \tag{47}
\end{equation*}
$$

This whole process of using equations (45) to (47) is iterated, and in each step (47) function $u(A, C)$ is reduced to less ON terms.

For all don't cares of $u(A, C)$, which are not completely covered, we must select a care value for function $g(A, C)$. Finally, $u(A, C)$ becomes 0 , which is detected by the program.

Thus, function $g(A, C)$ has been calculated.

$$
\begin{align*}
& f(X)_{O N}:=g(A, C)_{O N} \cdot f(X)_{O F F}+g(A, C)_{O F F} \cdot f(X)_{O N}  \tag{48}\\
& f(X)_{O F F}:=g(A, C)_{O N} \cdot f(X)_{O N}+g(A, C)_{O F F} \cdot f(X)_{O F F} \tag{49}
\end{align*}
$$

The grouping function $g(A, C)$ is finally found, when in (47) $u(A, C)=0$ results. Otherwise the iterative process is continued again with $x b 0$ selected according to (45) and (46).

The EXOR operation of function $g(A, C)$ and $f(X)$ creates incompletely specified function $h(B, C)$. This is done in formulas (48) and (49). Now, we calculate the (more specified) function $h(B, C)$ on the basis of the incompletely specified function obtained in (48) and (49).

The same iterative method is used to create $h(B, C)$ as was used to find function $g(A, C)$. With the starting functions $h(B, C)_{O N}=0$ and $h(B, C)_{O F F}=0$, after unique calculation of (50) the functions $h(B, C)_{O N}, h(B, C)_{O F F}$ and $u(B, C)$ are iteratively calculated, and different values $x a 0$ are tried, until $u(B, C)$, calculated in step (53)), results in 0 .

$$
\begin{gather*}
u(B, C):=\max _{A}^{k}\left[f(X)_{O N}+f(X)_{O F F}\right]  \tag{50}\\
h(B, C)_{O N}:=h(B, C)_{O N}+u(B, C) \cdot f(A=x a 0)_{O N}  \tag{51}\\
h(B, C)_{O F F}:=h(B, C)_{O F F}+u(B, C) \cdot f(A=x a 0)_{O F F}  \tag{52}\\
u(B, C):=u(B, C) \cdot \overline{h(A=x a 0)}_{O N} \cdot \overline{h(A=x a 0}_{O F F} \tag{53}
\end{gather*}
$$

The subroutine strong_linear analyzes a given function $f(X)$ with respect to linear strong groupability. It forms a pair of grouping functions $(g, h)$ using (44) to (53), if $f(X)$ is a linearly groupable function. The two functions $g(A, C)$ and $h(B, C)$ are generated with the identical lower procedure selection. A verification is recommended of functions $g$ and $h$ calculated by strong_linear, since it is possible that two groupings $\left(x_{i}, B\right)$ and $\left(x_{j}, B\right)$ are not compatible with one another. This can only happen with an extraordinarily small probability, but cannot be excluded.

```
subroutine strong_linear
M1: bdd of the ON-set of of bundle FB(x, f).
MO: bdd of the complement of the OFF-set of bundle FB(x, f).
Function EXOR_compact(M1, M0, M1g, M0g, M1h, MOh) returns value "true",
if a linear grouping of the bundle with M1 and MO is
possible. In this case the grouping functions for g(A, C) and h(B,C)
of a strong linear grouping are returned.
    function strong_linear(M1,M0:bdd;
            var M1g,M0g,M1h,MOh:bdd):boolean;
    var MOn,M1n : bdd;
    var A,B : cube_list;
    procedure iteration
            (M1w,M0w,grv:bdd;var M1r,M0r:bdd);
    (* the comments inside this procedure are for function g.
            Analogically, procedure interation is next used
            for function h *)
var grv0,u,u1,h1,h0 : bdd;
begin
u1 := UNI(M1w,M0w); (* Use (4.61) to calculate *)
u := MAXK(u1,grv); (* the value of u(A,C) *)
M1r := EMPTY(u); (* Initialize g_ON to zero. *)
MOr := EMPTY(u); (* Intitalize g_0FF to zero. *)
while not TE(u) do (* until u(A,C) becomes zero...*)
    begin
```

```
    grv0 := MAXK(CEL(STV(u1,1),grv,'010'),u);
    h1 := MAXK(ISC(M1w,grv0),grv); (* calculate h1 in (4.62) *)
    h0 := MAXK(ISC(MOw,grv0),grv); (* calculate h0 in (4.63) *)
    M1r := UNI(M1r,ISC(u,h1));
        (* use equ. (4.62) to calculate new value of g(A,C)_ON *)
    MOr := UNI(MOr,ISC(u,h0));
        (* use equ. (4.63) to calculate new value of g(A,C)_OFF *)
    u := DIF(DIF (u,h1),h0); (* New value of u(A,C) is calculated *)
    u1 := ISC(u,u1); (* from equation (4.64) *)
    end;
end;
begin
if linear_grouping(M1,M0,A,B)
    then
        begin
        iteration(M1,M0,B,M1g,M0g);
            (* iteration uses rules 4.62 to 4.64 to calculate function g
                for set B *)
        M1n := UNI(ISC(M1g,M0),ISC(M0g,M1));
                    (* equation (4.65) *)
        MOn := UNI(ISC(M1g,M1),ISC(MOg,MO));
                (* equation (4.66) *)
        (* these were EXORing of f(X) with the function h found *)
        iteration(M1n,M0n, A,M1h,MOh);
            (* iteration uses rules 4.67 to 4.70 to calculate function h
                for set A *)
        strong_linear := true;
            (* informs that strong linear decomposition was found *)
        end
else
    strong_linear := false;
end;
```


## 23 Weak Decompositions.

A strongly groupable function is decomposed to two simpler subfunctions. Otherwise (e.g. with symmetrical functions) we must reiterate to other synthesis procedures. One of such procedures, called weak decomposition, is based on weak grouping, and is presented in Fig. 55.
Figure 55a presents the Conjunctive Weak Decomposition, and Figure 55b presents the Disjunctive Weak Decomposition.


$$
\begin{aligned}
& \mathrm{f}(\mathrm{~A}, \mathrm{~B})=\mathrm{h}(\mathrm{~A}, \mathrm{~B})\{\mathrm{OP}\} \mathrm{g}(\mathrm{~A}) \\
& \mathrm{OP}=\mathrm{O} \text { or }+
\end{aligned}
$$

Figure 55: Conjunctive and Disjunctive Weak Decompositions.
The weak grouping can be made disjunctively, conjunctively or linearly, with OR, AND or EXOR gates, respectively. A binary function is nonlinearly weakly groupable, if the respective criteria have been satisfied.

Every function has linear groupability, and can be decomposed respectively. Using the linear weak grouping we transform function $f(A, B)$ to an EXOR of function $g(A)$, selected by us, and function $h(A, B)$, found by EXORing $f(A, B)$ and $g(A)$.

Although every function is linearly weakly decomposable, this should be our last resort in decomposition strategies. The nonlinear disjunctive or conjunctive weak grouping always simplifies the function. Compared with $f(A, B)$, function $g(A)$ has fewer variables. Function $h(A, B)$ has more don't cares, so it is easier to realize than $f(A, B)$ and it can become perhaps strongly decomposable. If not, weak decomposability is repeated.

In a function bundle $F B(X,\{f\})$ with the above care functions, at least one weak grouping relative to set $B$ exists, disjunctive or conjunctive, if the following Theorem 16.1 or Theorem 16.2 are satisfied, respectively.

Theorem 23.1 An incompletely specified function with care functions $f(X)_{O N}$ and $f(X)_{O F F}$ is disjunctively weakly groupable with set $B$ if and only if:

$$
\begin{equation*}
f(X)_{O N} \cdot \overline{\max _{B}^{k} f(X)_{O F F}} \neq 0 \tag{54}
\end{equation*}
$$

Example 23.1 A completely specified function $f(A, B)$ is presented in Fig. 56a. Let us assume that set $A$ corresponds to rows and set $B$ to columns. It is easy to find function $g(A)$ for disjunctive
decomposition from the patterns of rows. If there are rows that have no 0's, and only 1's and -'s, then such rows can be used to determine function $g(A)$, see Fig. 56b. Condition in Theorem 23.1 means that there are rows of only 1's and -'s. Let us observe, that by replacing true minterms from function $g(A)$ in function $f(A, B)$ with "don't care" minterms, one obtains function $h(A, B)$, Fig. 56c, that is, in general, a function of at least variables from $B$ and at most variables from $A \cup B$. If it is a function of only variables from $B$ the disjunctive decomposition is strong, otherwise it is weak.

The final disjunctive decomposition of function from Fig. 56a is shown in Fig. 56d.
Concluding, finding disjunctive decompositions in Karnaugh maps is completely algorithmic and easy to find by hand, and patterns of only 1's and -'s in rows are used.

Example 23.2 The enumeration of minterms for partitions is shown in Fig. 57.
Using partitions, the above presented steps from Example 23.1 are executed as follows.

$$
\begin{gathered}
P i_{f}=(0,1,3,8,9,10,11 ; 2,4,5,6,7,12,13,14,15) \\
P i(A)=(0,1,2,3 ; 4,5,6,7 ; 8,9,10,11 ; 12,13,14,15) \\
P i(A) \cdot P i_{f}=((0,1,3)(2) ;(0)(4,5,6,7) ;(8,9,10,11)(0) ;(0)(12,13,14,15)) \\
g(A)=\bar{a} b+a \bar{b} \\
h(A, B)=(0,1,3,8,9,10,11 ;(2,4,5,6,7,12,13,14,15)-(4,5,6,7)-(12,13,14,15))=(0,1,3,8,9,10,11 ; 2)
\end{gathered}
$$

Conjunctive weak decomposition is dual to disjunctive weak decomposition.
Theorem 23.2 An incompletely specified function with functions $f(X)_{O N}$ and $f(X)_{O F F}$ is conjunctively weakly groupable with set $B$, if and only if:

$$
\begin{equation*}
f(X)_{O F F} \cdot \overline{\max _{B}^{k} f(X)_{O N}} \neq 0 \tag{55}
\end{equation*}
$$

Example 23.3 Let us assume that set $A$ corresponds to rows and set $B$ to columns. It is easy to find function $g(A)$ for conjunctive decomposition from the patterns of rows. If there are rows that have no 1's, and only 0's and -'s, then such rows can be used to determine function $g(A)$, see Fig. 58. Condition in Theorem 16.2 means that there are rows of only 0's and -'s. Let us observe, that by replacing false minterms (zeros) of function $g(A)$ in function $f(A, B)$ by "don't cares", one obtains function $h(A, B)$ that is a function of at least variables from $B$ and at most variables from $A \cup B$, Fig. 58. If it is a function of only variables from $B$ the conjunctive decomposition is strong, otherwise it is weak.

The final disjunctive decomposition of function from Fig. 58a is shown in Fig. 58d.
Concluding, finding conjunctive decompositions in Karnaugh maps is completely algorithmic and easy to find by hand, and is based on patterns of 0's and -'s in rows.

Example 23.4 Using partitions, the above decomposition can be found as follows:
Fig. 16.5.

If only those properties of incompletely specified functions are used which have been mentioned above, a convergent decomposition method can be developed. This is due to the following theorem.

Theorem 23.3 Every Boolean function that is not disjunctively weakly groupable and not conjunctively weakly groupable has the property of exclusive-or groupability.

$\mathrm{f}(\mathrm{A}, \mathrm{B})$
a)

b)

| 0 | 0 | 1 | 0 |
| :---: | :---: | :---: | :---: |
| - | - | - | - |
| 0 | 0 | 0 | 0 |
| - | - | - | - |

c)
$A=a b$

d)

Figure 56:


Figure 57:

If the variable set $B$ cannot be further increased in (23.7) or (23.7), without these inequalities changing to equalities, then weak groupability exists. For each weak groupability there are several weak groupings. In the formulas (56) to (63) the indicated weak groupings were selected in such a way that as simple as possible function $h(A, B)$ is created.

Under the prerequisite that (23.7) is satisfied, the Disjunctive Weak Decomposition, see Fig. 55b, can be made into bundles $B F(A,\{g\})$ with $g(A)_{O N}=\mathrm{M} 1 g$ and $g(A)_{O F F}=\mathrm{M} 0 \mathrm{~g}$ as well as $B F(A, B,\{h\})$ with $h(A, B)_{O N}=\mathrm{M} 1 \mathrm{~h}$ and $h(A, B)_{O F F}=$ M0h after the formulas (56) to (59).

$$
\begin{gather*}
g(A)_{O N}=\max _{B}^{k} f(A, B)_{O N} \cdot \overline{\max _{B}^{k} f(A, B)_{O F F}}  \tag{56}\\
g(A)_{O F F}=\max _{B}^{k} f(A, B)_{O F F}  \tag{57}\\
h(A, B)_{O N}=f(A, B)_{O N} \cdot \overline{g(A)_{O N}}  \tag{58}\\
h(A, B)_{O F F}=f(A, B)_{O F F} \tag{59}
\end{gather*}
$$

If the inequality (23.7) is satisfied, then a Conjunctive Weak Decomposition, Fig. 55b, is obtained from formulas (60) to (63).

$$
\begin{gather*}
g(A)_{O N}=\max _{B}^{k} f(A, B)_{O N}  \tag{60}\\
g(A)_{O F F}=\max _{B}^{k} f(A, B)_{O F F} \cdot \frac{\max _{B}^{k} f(A, B)_{O N}}{}  \tag{61}\\
h(A, B)_{O N}=f(A, B)_{O N}  \tag{62}\\
h(A, B)_{O F F}=f(A, B)_{O F F} \cdot \frac{g(A)_{O F F}}{} \tag{63}
\end{gather*}
$$

The subroutine nonlinear_weak analyzes bdd's of a bundle for disjunctive and conjunctive weak groupability, and forms (if possible) the weak grouping bundles using (56) to (59), or (60) to (63), respectively.

Application of these formulas to calculate disjunctive and conjunctive decompositions is shown in the next example.

f(A, B)
a)

| 1 | 1 | 1 | 1 |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 |
| 1 | - | 1 | 1 |
| 0 | 0 | 0 | 0 |

b)

| 1 | 1 | 0 | 1 |
| :---: | :---: | :---: | :---: |
| - | - | - | - |
| 1 | - | 1 | 1 |
| - | - | - | - |

$h(A, B)$
c)
$\mathrm{A}=\mathrm{ab}$
$B=c d$

d)

Figure 58:


Figure 59:

Example 23.5 Figure 59 illustrates graphically using of the above formulas in weak disjunctive decompositions.

Example 23.6 Figure 60 illustrates graphically using of the above formulas in weak conjunctive decompositions.

Example 23.7 Figure 61 illustrates graphically the weak linear decomposition. Formulas and are not satisfied. Let us observe that any row or set of rows of the Kmap can be selected as function $g(A)$. It is good to select indentical rows. Row $a b$ has been selected in Fig. 61a, and EXOR-ed from $F(A, B)$ as $g(A)=a b$, thus creating $h(A, B)$ from Fig. 61b. The final circuit is shown in Fig. 61c.

## Subroutine nonlinear_weak

## GIVEN :


f(A, B)
Figure 60:


| 0 | 1 | 0 | 0 |
| :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | 0 |
| 0 | 1 | 0 | 0 |
| 0 | 1 | 0 | 0 |
| $\mathrm{~g}(\mathrm{~A})$ |  |  |  |

b)

$$
\begin{aligned}
& \mathrm{A}=\mathrm{ab} \\
& \mathrm{~B}=\mathrm{cd}
\end{aligned}
$$



Figure 61:

```
M1: bdd of the ON-set of function f from bundle BF(x, f).
MO: bdd of the complement of the OFF-set of function f from bundle BF(x, f).
Function nonlinear_weak(M1, M0, M1g, M0g, M1h, MOh, type)
returns value "true", if a nonlinear
weak grouping of the bundle with M1 and MO
is possible. In this case the weak grouping
bundles for g(A) and h(A, B) are calculated
for the selected compact
groupability and returned together with their
types, 'd ' or ' c ', respectively.
One decomposition of type ' d ' or ' c ' is returned,
or type ' n ' is returned.
function nonlinear_weak
    (M1,M0:bdd;var M1g,M0g,M1h,MOh:bdd;
                            var type:char):boolean;
var u,v,ug,vg,uh,vh,wt,wtn,b,B : bdd;
                                    b,B : cube_list;
    gef : boolean;
begin
gef := false;
type := 'd';
B := SV_DIF(M1,M1);
repeat (* repeat until 'c' or 'd' decomposition found,
                    or no more sets B exist *)
    if type = 'd' then begin u := M1; v := MO end
                else begin u := MO; v := M1 end;
    wt := v;
    b := sv_first(u);
    while SV_SIZE(b) > 0 do
        begin
        wtn := MAXK(wt,b);
        if not TE(DIF(u,wtn)) then begin
                    wt := wtn;
                    B := SV_UNI(B,b);
                        end;
        b := SV_NEXT(u,b);
        end; (* end of creating set B *)
    if SV_SIZE(B) > 0 then
                begin
            ug := DIF(MAXK(u,B), MAXK(v,B)); (* use eq. (3) *)
            vg := MAXK(v,B); (* use eq. (4) *)
            uh := DIF(u,ug); (* use eq. (5) *)
            vh := v;
                            (* use eq. (6) *)
            gef := true;
            if type = 'd' then begin
```

```
                        M1g := ug; MOg := vg;
                    M1h := uh; MOh := vh
                        end
        else begin
        M1g := vg; MOg := ug;
        M1h := vh; MOh := uh
        end;
        end
    else if type = 'd' then type := 'c' else type := 'n';
until gef or (type = 'n');
nonlinear_weak := gef;
end;
```

The algorithm of the decomposition is the following.

## FUNCTIONS:

```
grp_test: tests the groupability.
calc_g_ON, calc_g_OFF: calculate care functions of function g.
calc_h_ON, calc_h_OFF: calculate care functions of function h.
calc_f: calculate function f from function g(A,C) and h(B,C).
end_test: test the possibility of using a function that depends on
only one variable.
choice_fct: select a single function from an incompletely
specified function.
write_gate: write the designed gate into the netlist.
decompose(ON,OFF)
{
< grp_op, A,B > = grp_test(ON,OFF);
    (* grouping operator and sets A, B are returned
        as the result of the test for groupability. *)
g_ON = calc_g_ON(f_ON,f_OFF,A,B,grp_op);
g_0FF = calc_g_OFF(f_ON,f_OFF,A,B,grp_op);
    (* respective incomplete function g(A,B) is
        calculated for A, B, and operator. *)
if ( end_test(g_ON,g_OFF) )
    fct_g = choice_fct(g_ON,g_OFF);
        (* if this is a one-variable function, realize it. *)
```

```
else
    fct_g = decompose(g_0N,g_0FF);
        (* else keep recursicely decomposing. *)
h_ON = calc_h_ON(f_ON,f_OFF,A,B,grp_op,fct_g);
h_OFF = calc_h_OFF(f_ON,f_OFF,A,B,grp_op,fct_g);
    (* respective incomplete function h(A,B) is
        calculated for A, B, operator and function g.
        By, now, recursion to create g is completed, and
        g is completely specified. *)
if ( end_test(h_ON,h_OFF) )
    fct_h = choice_fct(h_ON,h_OFF);
else
    fct_h = decompose(h_ON,h_OFF);
    (* now the same method was used to create
        a completely specified function h *.
fct = calc_f(fct_g,grp_op,fct_h);
    (* calculate completely specified function f
        from completely specified functions g and h. *)
write_gate(grp_op);
    (* print operator of this level.
        This is done recursively. *)
return(fct);
}
Interesting method is also used in XBOOLE to
find sets A and B.
It is based on the following Monotony Theorem:
\begin{theorem}
%{\em Monotony Theorem.}
If an incompletely specified function includes no disjunctively
groupable function with respect to sets A and B then
there is no disjunctively groupable function for (A,xi) and B.
there is no disjunctively groupable function for A and (B,xi).
\end{theorem}
```

This is used in the above algorithm.
\begin\{verbatim\} }

```
    Calculate initial groupability A = {xi}, B = {xj};
```

    For all variables \(x i\) in \(X \backslash\{x i, x j\}\) do
        begin
    if
    ```
    card(A) < card(B)
then
    if GR((A,xi),B) then A := A + xi;
    else
        if GR(A,(B,xi)) then B := B + xi;
else
    if GR(A,(B,xi)) then B := B + xi;
    else
        if GR(A,xi),B) then A := A + xi;
end;
```


## 24 Towards a Unified Approach to Decomposition.

For the purposes of this research, we have created the following hierarchical classification of decompositions:

1. Decompositions that assume special types of blocks.
(a) Dietmeyer's decomposition.
(b) Wojcik's decomposition.
(c) Davidson decomposition.
2. Decompositions that do not assume special types of blocks,
(a) serial decompositions.
(b) parallel decomposition.
(c) generalized decomposition of Jozwiak.

Serial Decompositions are the following:

1. Non-Encoded Decompositions.
2. Encoded Decompositions - Curtis. (Until now only one type of encoded decompositions is known - Curtis).

Non-Encoded Decompositions are:

1. Ashenhurst Decompositions,
2. PUB Decompositions,
3. Weak Decompositions,
4. Column-Multiplicity-Based Decompositions.

The Ashenhurst Decompositions are the following:

1. Disjoint Ashenhurst Decompositions.
2. Non-Disjoint Ashenhurst Decompositions.

The Disjoint Ashenhurst Decompositions are the following:

1. Strong Disjoint Decompositions (decompositions in which both column and row multiplicity indices are 2.)
2. General Disjoint Ashenhurst Decompositions.

Strong Disjoint Ashenhurst Decompositions are the following:

1. Strong AND Disjoint,
2. Strong OR Disjoint,
3. Strong EXOR Disjoint,

Non-Disjoint Ashenhurst Decompositions are the following:

1. Strong Non-Disjoint Ashenhurst Decompositions,
2. General Non-Disjoint Ashenhurst Decompositions.

Strong Non-Disjoint Ashenhurst Decompositions are the following:

1. Strong AND Non-Disjoint Ashenhurst,
2. Strong OR Non-Disjoint Ashenhurst,
3. Strong EXOR Non-Disjoint Ashenhurst.

PUB Decompositions are the following:

1. Disjoint PUB Decomposition.
2. Non-Disjoint PUB Decomposition.

Weak Decompositions are the following:

1. Weak AND Decomposition,
2. Weak OR Decomposition,
3. Weak EXOR Decomposition.

Column-Multiplicity-Based Decompositions are the following:

1. Column-Multiplicity-Based AND Decomposition.
2. Column-Multiplicity-Based OR Decomposition.
3. Column-Multiplicity-Based EXOR Decomposition.

Encoded Decompositions are the following:

1. Disjoint Curtis Decompositions.
2. Non-disjoint Curtis Decompositions.

Fig. 62 presents the above decompositions, Fig. 63 presents Curtis Decompositions, and Fig. 64 presents the Column-Multiplicity-Based Decompositions.

Three approaches will be discussed in more detail:

- The graphical approach using Karnaugh maps is very easy to understand and can be successfully used for maps of up to six variables. It relates to the most familiar concepts of elementary logic design.
- The analytical approach uses the well-known calculus of arrays of cubes (such calculus is presented for instance in $[63, ?, 56]$ ). Learning of this material will be useful for people who want to understand the uses of Cube Calculus in CAD algorithms. The use of Cube Calculus here illustrates also the indendence of the decomposition concepts from the representation of the data.
- The partition method will provide an approach to large functions, especially strongly unspecified functions, and respective efficient computer algorithms, [169]. The blocks of partitions in this paper are encoded as BDDs for additional improvement of efficiency.


Figure 62:
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Based on the analysis of the literature, the following observations were crucial to the development of the theory presented below.

## Representation.

1. The most important aspect of a successful Functional Decomposer is the representation of data. From all representations in the literature, the most successful programs use Binary Decision Diagrams and Edge-Valued Decision Diagrams [119], lists of disjoint ON and OFF cubes [?], and variable-partitions on ON and OFF minterms or cubes [143]. The last representation has very interesting properties. It allows to define, on incompletely specified functions, several operators, that have not been defined before. This leads to efficient variable partitioning and column compaction algorithms, as well as to formulating new kinds of decompositions, including a new method of "variable re-using". Additional advantage of this representation is that it can be easily generalized to multiple-valued logic. On the other hand, the disadvantage of this approach is the use of long lists, that are necessary to represent sets of minterms. For large examples, like an EXOR of 100 variables or very large sets of samples from machine learning applications, there is not enough space in computer memory to create such lists.

Here comes our idea of encoding these large data (originally represented as netlists, sets of samples, sets of cubes, or BDDs) as sets of BDDs for input and output variables. Each variable (input or output) creates a partition of elementary subfunctions (these subfunctions are for instance minterms or cubes) on the set of variable's values. For instance, for binary variable there are two values, and therefore two BDDs: the ON BDD, and the OFF BDD. Similarly, for a ternary variable there will be three BDDs ; one for each value.

All such sets, for all input and output variables, can be represented together as a "Shared" BDD. Such DDPC representation is totally new in the literature, and has all advantages of the previous ones used in decomposition, and none of their respective disadvantages.
A ready public domain software package can be used to represent "reduced, ordered, shared BDDs (possibly, with negated edges"), since the only operations that we use are the standard ones: intersection, union and complement. Similarly, any other decision diagrams such as FDDs, KFDDs, ADD, EVDDs or other can be used, whichever will be found to represent and manipulate the sets of minterms most efficiently.
2. The DDPC representation allows to treat all subfunctions, newly created in the decomposition process, as the additional inputs variables. Partitions done by these functions on the function's cares can be calculated and used in the decomposition. Therefore, all new subfunctions (dependent variables) can be treated in the same way as the original initial input variables (independent variables) - the analysis of vacuous variables and variable partitioning procedures can be standardly applied to these new variables. This allows for powerful function sharing and investigating a wider space of decompositions.
3. Another advantages of some successful modern decomposers that are missing in most other are: multi-output functions, and multiple-valued functions. A careful analysis of all operations used in the respective systems, suggests that the proposed above representation will allow easy generalization to multi-output and multiple-valued functions. In essence, it is based on approaches that have been already created or generalized for these cases. Moreover, our representation is well suited not only for AC decomposition, but for many other decomposition variants $[?, 119,143, ?, 55, ?, ?, ?, ?, 21,29, ?]$. Especially, it allows to take into account the partial symmetry of a function, as a most natural design bias. Moreover, this realization allows easily to represent and utilize the "generalized don't cares" for multiple-valued logic, that we invented and found useful in the decompositional approach to machine learning.
4. One more advantage of the representation is that it has been created to solve efficiently two of the most important problems in decomposition: selecting the best bond sets, and mimimizing the number of columns/encoding problem. The sets of minterms are kept separated in the decomposition; for each input variable, output variable, and sub-function. This representation allows for easy formulating of many partial problems associated with decomposition. Many heuristic or methodical criteria to select variables in order to achieve some minterm separation and variable correlation goals can be easily defined. All information, that is lost and repeatedly found in classic decomposition algorithms, is retained efficiently here for subsequent use.

## Search for Good Bond and Free Sets.

Several search strategies have been used in the literature to find the best partitions for both the disjoint and non-disjoint cases. A parameterized program can be created that would allow to easily create and compare several of them: depth-first search, depth-first-search-with-one-successor, breadthfirst search (a variant in Flash by Mark Axtell), best-bound (Haomin Wu/Perkowski [?]), limited bestbound search (Haomin Wu, Craig Files [140]), A* algorithm of Artificial Intelligence (Haomin Wu, Perkowski); searching subsets of a subset of variables (Shen/Kellar [25, 26, 31], Varma/Trachtenberg [?]), using predetermined order based on a heuristic of evaluating pairs of variables (cube based approach is presented by Wei Wan and Perkowski [?]), search by "add and subtract" variables from and to bond and free sets - Steinbach [?, ?], search by selecting a single variable based on complex block separation criteria of partition calculus heuristics (Luba [45, 67, 121, 143]), other BDD variable selection and ordering methods [?, ?, ?], and other decision tree like variable selection methods (such as in the C4.5 program by Quinlan). The search methods based on correlations of input and output variables should be investigated, since their results can be used for AC decomposition. Such ideas appeared in papers of Oliviera and Zaki [?], Mike Noviskey [?], and Grygiel and Perkowski [?].

## Column Multiplicity Minimization.

In the past, the Column Multiplicity Minimization Problem was reduced either to the set covering with maximum cliques problem, [67, 169], or to the graph coloring problem. The advantage of the first approach is that very efficient algorithms for maximum clique and unate covering exist that can be adapted. The disadvantages are: the number of cliques can be prohibitely large, the size of the covering table or other data can be prohibitely large, the cliques in the solution are overlapping - so that an additional algorithm is required to remove their overlapping parts. The advantage of the graph coloring approach is that very fast approximate algorithms have been created for it, that require little memory. The disadvantage of both approaches is that they combine in a standard way columns of don't cares with other columns, which introduces too many cares in the process. This is especially bad from the machine learning point of view. Another disadvantage from the machine learning point of view is that the columns, although compatible with respect to don't cares, would not be compatible in a completely specified function (a complete set of cares for the problem, if such are available) from which an incompletely specified function was selected.

To solve the above issues, we created four algorithms:

- graph coloring of care columns,
- clique partitioning of care columns,
- graph coloring of care columns with similarity constraints (weighted graph coloring),
- clique partitioning of care columns with similarity constraints (weighted clique partitioning).

Excellent algorithms exist for the first two problems [74, 143, ?] and many publications are devoted entirely to them. We have some initial algorithms and results for the other two problems that will be included in a separate paper.

We will investigate also new decomposition structures. For instance, a class of iterative circuits uses decompositions in which the number of outputs from a block is often the same or larger than the number
of inputs, but the circuit has high regularity. Although technically this is not an AC decomposition, we believe it is worth investigations. Other interesting circuits are tree, cascades and tandem networks. The circuits that include blocks that have more outputs than inputs are quite common in practical design, so the respective new kinds of non-Curtis decompositions should also be studied.

Currently, a symbol in mv decomposition is encoded in binary. It would be advantageous to be able to use the variables used to encode the symbol all together as a group, while performing a decomposition. The property of grouping variables to bond sets would also be useful for decomposition of fuzzy functions, where variables $x$ and $\bar{x}$ should always come together.

DD-based methods may provide better ways of sharing sub-functions during decomposition. It seems that the problem of variable sharing is important, and although discussed in the literature on design with multiplexers, it was not investigated in the decomposition literature.

The following types of decompositions will be presented in sections:

- Ashenhurst disjoint decomposition for completely specified functions.
- Ashenhurst disjoint decomposition for incompletely specified functions.
- Ashenhurst non-disjoint decomposition for completely specified functions.
- Ashenhurst non-disjoint decomposition for incompletely specified functions.
- PUB disjoint decomposition for incompletely specified functions.
- PUB non-disjoint decomposition for incompletely specified functions.
- Curtis disjoint decomposition for incompletely specified functions.
- Curtis non-disjoint decomposition for incompletely specified functions.
- XBOOLE disjoint and non-disjoint decompositions for incompletely specified functions.
- Fuzzy decompositions for completely specified functions.

Figure 64 presents a layered construction of GUD system. The lowest layer is created by a standard BDD, zero-supressed BDD, KFDD or any other DD package which efficiently executes set-theoretical operations. The next level from the bottom are all partition-calculus operations such as:

- creation of a partition from the (explicit or implicit)"input table".
- sum of partitions (r-partitions, covers).
- intersection of partitions (r-partitions, covers).
- inclusion tes of partition in partition (r-partitions, covers).
- test if partition is a zero-partition (empty partition).
- test if partition is a one-partition (full partition).
- calculation of volumes (minterm sizes) of partitions, r-partitions and their blocks.
- printout of partitions, r-partitions and their blocks in various formats.

The next layer are all application algorithms. They are of several types:

- decompositions (such as Curtis, PUB, strong OR, EXOR, weak AND, etc),


Figure 64:

- realizations of combinatorial algorithms in Curtis decomposition (such as graph-coloring and setcovering).
- bond set encoding algorithms.
- variable partitioning algorithms (r-admissability, entropy, search,etc).

In the new version of this document it will be shown that all these decomposition can be uniformly derived from a single model.

Marcel, this is our role. I have some ideas, but you can help me to formalize them.

## 25 Decomposition Strategy.

The comprehensive Decomposition strategy, Algorithm 3, includes all above partial decomposition schemes among its special cases. It is based on the following principles:

1. Several different fast and greedy synthesis methods are better for a very strongly unspecified function than a single method of high complexity. Try simple cases first. If several various previous attempts fail then try more complex circuit structures. This is a general ML philosophy.
2. Use DFC to measure the costs of partial solutions and be thus able to compare them.
3. The user can control the algorithm using several parameters.

Algorithm 3 uses three stacks:

1. The OPEN stack, which stores the sub-functions to be realized, from which the one evaluated as the easiest to realize is selected for the realization first.
2. The EVAL stack, which stores the decomposition attempts, in order to compare them one with other and select the best decomposition. The executed part of the decomposition is put to DONE stack, and new created by it subfunctions to be further decomposed are put to OPEN stack.
3. The DONE stack, which stores the completely realized subfunctions. These functions can be re-used during reduction decompositons. Finally, DONE is used to reconstruct the entire circuit when the OPEN stack becomes empty.

In making decisions, the following parameters of $F_{i}$ are taken into account:

1. number of true minterms,
2. number of false minterms,
3. number of true cubes,
4. number of false cubes,
5. sets A, B, C together with best patterns for them.
6. number of input variables,
7. \% of ON Pattern columns,
8. \% of OFF Pattern columns,
9. \% of DC Pattern columns,
10. \% of $F / \bar{F}$ Pattern columns,
11. \% of Approximate ON Pattern columns,
12. \% of Approximate OFF Pattern columns,
13. \% of Approximate DC Pattern columns,
14. \% of Approximate $F / \bar{F}$ Pattern columns,
15. cost parameters,
16. distance parameters,
17. number_of_bond_sets parameters,
18. and other.

## Algorithm 3.

1. Put $F$ to OPEN.
2. Take the easiest to realize function from OPEN. Call it $F T$.
3. Using $P A R 1$ number of different sets $A, B, C$ try Immediate Decompositions to $F T$ in this order: OR, AND, EXOR, Complex_Gates, Ashenhurst.
a) If the decomposition exists, execute it for $F T$, using stacks $O P E N$ and $D O N E$.
b) If there exist some close function $F_{G}$ (of distance smaller than DIST1) to $F T$ in DONE, then call Reduction $\left(F T, F_{G}\right.$, Reduction_Type_Operator), to reduce function $F T$ to $F_{G}$.
c) If there exist a decomposition of function $F_{G}$, of distance $D I S 2$ from $F T$ then call Reduction $\left(F T, F_{G}\right.$, Reduction_Type_Operator) to reduce function $F T$ to $F_{G}$, and execute decomposition of $F_{G}$.
4. Using $P A R 2$ number of different sets $A, B, C$, try Basic Decompositions in this order:

Curtis $(\mu=P A R 3)$, PUB $(\mu=P A R 4)$.
5. If none of the above worked, and good weak patterns have been found in the previous stages, execute respective Weak Decompositions.
6. If none of the above worked, try $E S O P, S O P, P O S$ and $E X O R^{2}{ }_{2} S O P$.

Execute one that produces a SOLUTION with cost below LAST_COST.
7. Execute Shannon Decomposition of $F T$.
8. If OPEN $=\phi$ then return the SOLUTION else go to 2 .

## 26 Other Applications of CDBs.

Obviously, since CDB is a general-purpose representation of Boolean and multiple-valued functions, all logic synthesis and state machine algorithms can be programmed in them. Below we will list only those problems that in our opinion will especially benefit from this new representation.

### 26.1 General Decompositions of Multiple-Valued-Output Functions with Standard Don't Cares.

The method for Multiple-Valued-Output functions with standard don't cares [156] is very similar to the one presented in previous sections.

A first variant is for the general-purpose mv logic, realized using multiple-valued Lookup Tables. This variant uses only mv counterparts of Ashenhurst, and Curtis decompositions from Algorithm 3. Finding patterns is done analogously, the only difference is that patterns are multi-valued and higher values of multiplicity indices are used. The standard procedure is followed, with the exception that the encoding algorithms are not used and a standard k-ary encoding of internal signals is used for k-valued logic.

A second variant assumes mv logic realized with multiple-valued Lookup Tables, MINIMUM, and MAXIMUM gates. This variant uses mv counterparts of AND, OR decompositions, OR/AND, AND/OR, OR/EXOR, other complex gate decompositions, Ashenhurst and Curtis Decompositions.

### 26.2 Curtis-like Decomposition of Multiple-Valued-Output Functions with Generalized Don't Cares.

Curtis Decomposition has been also generalized to Multiple-Valued-Output functions with Generalized Don't Cares [156]. When two columns (cofactors), $f$ and $g$, are compared for compatibility in binary logic, the condition is: "for every two corresponding cells of these columns (in the same row of RVM), the cells must be the same, or one cell is a don't care." In case of generalized don't cares, this condition is generalized to: "for every row $i$ of the RVM the set-intersection of values of the cells $C_{i}(f)$ and $C_{i}(g)$ of columns $f$ and $g$ of RVM must be non-empty, i.e.: $\forall i, C_{i}(f) \cap C_{i}(g) \neq \phi$. " In such case, columns $f$ and $g$ are combined, and every combined cell $C_{i}(f g):=C_{i}(f) \cap C_{i}(g)$. Next, the Compatibility Graph is created with nodes for columns, and edges for pairs of compatible nodes. However, standard maximum cliques cannot be used, since, contrary to a standard column compatibility, it can happen that column $C_{1}$ is compatible with column $C_{2}$, column $C_{2}$ is compatible with column $C_{3}$, and column $C_{3}$ is compatible with column $C_{1}$, but columns $C_{1}, C_{2}$, and $C_{3}$ are not compatible all together as a set. Therefore, the cliques must be additionally checked for group compatibility [173]. Next, the standard procedure is followed, with the exception that the encoding algorithms are not used and an arbitrary k-ary encoding is used for k -valued logic.

Example 5. Given is a function with 4 binary variables and a 5 -valued output variable from the map in Fig. reffig:fig5ma (illustrated earlier in Table 1). Bond set is $\{c, d\}$. A don't care symbol, "-", stands for set of values $\{0,1,2,3,4\}$. Every cell that includes a set of values is a generalized don't care. The Column Compatibility Graph is presented in Fig. ??b. The nodes represent columns from the map. A column near the edge between nodes $C_{i}$ and $C_{j}$ represents the combined column $C_{i j}$. As we see, nodes $C_{0}=00$ and $C_{2}=10$ are not compatible, since for instance $\{0,1\} \cap\{2,3\}=\phi$. Although nodes $C_{0}$, $C_{1}$ and $C_{3}$ are pairwise compatible, the maximum clique from nodes $C_{0}, C_{1}$ and $C_{3}$ cannot be used, since $C_{01} \cap C_{03} \cap C_{13}=\phi$. The solution includes then the cliques $\left\{C_{0}, C_{3}\right\}$ and $\left\{C_{1}, C_{2}\right\}$. The maps of functions $G$ and $H$ are shown in Figs. 5c,d, respectively, and the decomposed circuit in Fig. ??e. See [?] for applications to Attributes Reduction problem.

| cd | C0 | C1 | C3 | C2 |
| :---: | :---: | :---: | :---: | :---: |
| ab | 00 | 01 | 11 | 10 |
| 00 | 0,1 | 0,3 | 1,3 | 2,3 |
| 01 | 1,2 | - | 0,1 | 2,3 |
| 11 | 0 | 0,3 | - | - |
| 10 | 0,3 | 0,4 | - | 1,4 |

a)


d)

e)
b)

Figure 5. Decomposition of MV-output function with generalized don't cares.

## 27 Applications to Machine Learning.

Recently, there has been an increasing interest in applying methods developed in design automation to other fields (see DAC'94 and Euro-DAC'94 panel discussions). Amazingly, the techniques developed in the last 15 years by the design automation community have been so universal and powerful, that they are also increasingly used in areas outside circuit design. For instance, they are now used in automatic theorem proving, robotics, industrial operations scheduling, stock market prediction, genetics research, and many others. It is then quite probable, that the design automation methods will lead to breakthroughs in these other fields.

One of the sub-areas of design automation that can find numerous external applications is logic synthesis. Unfortunately, the potential of logic synthesis for external applications is still less appreciated (by both the CAD and Machine Learning communities, and the general research and industrial circles) than the potentials of placement, routing, scheduling, placement, simulation, and database techniques of design automation.

Until very recently, the logic synthesis discipline formulated efficient methods and algorithms to minimize and optimize only the hardware of digital computers and other digital circuits. This goal was achieved very successfully, and the logic synthesis techniques developed in universities and industry in the last 15 years became one of the sources of the success of Design Automation in creation of such products as Intel's Pentium microprocessor. In the last few years, however, one can observe some increased trend to apply these methods also in image processing, machine learning, knowledge discovery, knowledge acquisition, data-base optimization, AI, image coding, automatic theorem proving and verification of software and hardware.

For instance, the ideas from logic synthesis and machine learning (ML) are starting to converge [195] [188]. The goals are similar. In Knowledge Discovery and Databases (KDD) and ML, at the core of every problem is how to effectively generalize concepts from data [198]. In the circuit design community, the end product is the realization of a minimum complexity circuit with respect to the number of gates, depth, inputs, literals, or product terms. The problems are analogous. In KDD, we have a database with fields and records. A set of records defines the concept. In logic synthesis, the fields of the records are the binary variables (inputs) of the circuit and each record is a specification of a minterm (true or false). The entire set of these records defines the circuit.

This part of the report is related to the use of the decomposer in ML and KDD applications. We will examine the performance of the decomposer on typical machine learning problems and compare the results with a standard decision tree learner, C4.5, with a multi-variant functional decomposer AFD, with Espresso, and with Exorcism. We will look at their performance on several small, noise free, binary functions without any "missing values" (i.e. completely specified functions, using circuit design terminology). We will also explore their performance on the heart disease database from the University of California-Irvine ${ }^{1}$ (UCI). The comparison will serve to highlight the strengths and the shortcomings of all approaches, on a well-known and realistic problem. In this part, we will not present algorithms, but rather to demonstrate the applicability of logic synthesis, and specifically EXOR-based synthesis, to KDD and ML. All four algorithms share the common goal of a consistent, minimal complexity solution. All four differ in their method to find it.

## 28 The Basic Research Ideas of the PTG.

The Pattern Theory Group (PTG) in the Avionics Directorate at Wright Laboratory develops new system-level concepts for military applications, mostly based on image processing and machine learning technologies. Since 1988, the PTG developed a radically new approach to machine learning, where by "machine learning" we understand any method of teaching a computer to recognize any kind of patterns. Specifically, we are examining Supervised Classification Learning paradigms. The machine

[^0]learning technologies most influential in military applications until now have been the neural nets and the bayesian methods. If successfully completed, the new approach of PTG will allow both automatic learning of any kind of images, and automatic creation of algorithms. Interestingly, in contrast to most of the well-known approaches, the approach of the PTG is based on logic synthesis methods: the so-called Curtis Decomposition of Boolean functions is applied here as the main component[200]. Many decomposition ideas have been implemented in the programming system FLASH (the Function Learning and Acquition Synthesis Hotbed) developed by this group[202]. This system is a Testbed for machine learning based on the logic synthesis approach. The group also compares FLASH to other logic optimizers and machine learning programs, (such as Espresso and C4.5, respectively) from the point of view of the robustness of learning $[184,183,182,185]$.

Simplifying, the main difference of the logic approach and the previous approaches to machine learning is that in these previous methods, the recognizing network had some assumed structure which was next only "tuned" by the learning process (for instance, by decreasing and increasing the numerical values of some coefficients). Thus, creating a new structure is acomplished by setting some coefficients to zero. All "new" structures are in a sense "hidden" in the assumed mother-structure. Also the type of an element, such as a formal neuron in Neural Nets, or a polynomial in Abductory Inference Mechanism $\left(\mathrm{AIM}^{2}\right) .[190]$ is decided before the learning takes place.

In contrast, in the Curtis Decomposition approach, there is no apriori assumption of structure of the learning network, nor on the type of the elements. The elements are arbitrary discrete mappings (functions). Both the structure and the elements are calculated in the learning process, and this process is entirely based on finding patterns in data.

The central concept of Pattern Theory is a "pattern." In Pattern Recognition and Knowledge Discovery the problems with nice representations based on "features" belong to a more general class of problems with strong "patterns." Pattern finding is, therefore, a generalization and formalization of feature extraction. The goal of the Pattern Theory is to support "automating" the pattern finding process, and to construct a representation of a function based on examples; therefore, this is a method for constructive induction. Furthermore, it constructs this representation by minimizing complexity as in Occam-based learning. The Ashenhurst Function Decomposition (AFD) method based on Curtis Decomposition implemented in FLASH is unusual in that it learns both the architecture of the combinational representation and the component functions from the examples.

Induction is often modeled as the process of extrapolating samples of a function. This extrapolation requires both the samples and the "inductive bias." The bias towards low complexity, as in Occam's Razor, is particularly important. There is a strong theoretical basis for Occam-based learning, see for example [178, 179]. Kolmogorov complexity was developed specifically for induction (reference [191]); however, it has been proven that its exact computation is not tractable. There have been some tractable measures of complexity used in actual implementations of Occam-based learning, such as the Abductory Inference Mechanism [190] which uses polynomial networks and C4.5 [199] which uses decision trees. However, the measures of complexity used in these applications are relatively narrow, which implies some compromise in the robustness of the learning; for example, neither of these methods would find the parity function to have low complexity even though it is highly patterned and can be easily computed. The challenge is to develop robust and tractable measures of complexity.

Pattern Theory [200] treats robust complexity determination as the problem of finding a pattern. Pattern theory uses Decomposed Function Cardinality (DFC), proposed by Y. S. Abu-Mostafa as a general measure of complexity [177, p.128]. DFC is based on the cardinality of a function. After all, a function is a set of ordered pairs and, as with any set, has a definite property in its number of elements or cardinality. DFC is defined as the sum of the cardinalities of the components of a combinational representation of a function, when that sum has been minimized. DFC is especially robust in the sense that it reflects patterns of many different kinds. Its robustness is supported by its relationship to more conventional measures of complexity, including circuit size complexity, time complexity, decision tree

[^1]or diagram size and Kolmogorov complexity. If a problem has low complexity by any of these measures then it will also have a low DFC [200, Chapter 4]. The PTG work has concentrated on functions with binary inputs, but the concept is easily extended to continuous and multiple-valued functions [203].

The decompositions are evaluated based on the sum of the function cardinality of the decomposed partial blocks. Of course, the real DFC of $f$ is less than or equal to this sum in any particular (usually approximate) realization. The objective of the decomposition is to search through partitions of input variables to find one that produces the smallest total DFC. In other words, the "cost" of the feature is measured in terms of DFC and that cost is minimized. Therefore, features are constructed to minimize their computational complexity. The use of DFC as the measure of complexity allows for robustness in the type of feature that can be generated.

Let us observe that all presented in previous sections methods: and in particular, the Curtis decomposition, look for certain patterns in data: in Curtis decomposition these patterns are in columns of the map corresponding to the cofactors of the bond set of variables [12]. Let us also observe that in all cases we minimize a certain cost of the circuit. Traditionally in circuit minimization one calculates the number of terms and the number of literals. In our case, we calculated additionally the total DFC as a sum of function cardinality of all non-decomposable blocks (this is an upper bound approximation of the minimum DFC). For an arbitrary non-decomposable block in Curtis Decomposition, the DFC of the block is calculated as $2^{k}$ where $k$ is the number of inputs to the block. In "gate-based" minimizers such as Espresso and EXORCISM it is then fair to assume that a DFC of a decomposable gate (such as AND, OR or EXOR) is equal to the total DFC of a circuit equivalent to this gate, that is constructed from two-input gates. The DFC of a four input AND gate, OR gate, or EXOR gate is then $2^{2}+2^{2}+$ $2^{2}=12$, since such gates can be decomposed to balanced trees of three two-input gates.

The AFD algorithms that we discuss all have the above in common. They differ in the number of partitions explored. The simplest method chooses one partition at random. It then tries to merge columns, encode new states, and then pick another partition at random from this new state until the one it picks does not decompose to a smaller number of unique columns. We will call this version of AFD "lotto." The reader will note this is not even a hill-climbing algorithm because only one partition at a given level is explored.

A more complex algorithm looks at all partitions at a given level and 40 random partitions one level deeper. Essentially, this is a 2-ply look ahead search where we only explore 40 grand children. It chooses a particular partition over another based on the function's DFC.

## 29 Summary of DFC Measurements and Applications

A number of experiments have been conducted to assess the generality of DFC across different problem domains (see [200, 202, 201]. The DFC of over 800 non-randomly generated functions was measured, including many classes of functions (numeric, symbolic, chaotic, string-based, graph-based, images and files). Roughly 98 percent of the non-randomly generated functions had low DFC (versus less than 1 percent for random functions). The 2 percent that did not decompose were the more complex of the non-randomly generated functions rather than some class of low complexity that AFD could not deal with. It is important to note that when AFD says the DFC is low, which it did some 800 times, it also provides an algorithm (or a description of the pattern or features found). AFD found the classical algorithms for a number of functions. Each of these algorithms are represented in a combinational form that includes intermediate states. These intermediate states are features in the sense of concentrating information.

There is also high correlation between DFC and a person's judgment of the strength of a pattern in an image, the degree of compression by a data compression program, and the Lyapunov exponents of logistic functions. This shows DFC's ability to reflect patterns within each domain, despite their different nature.

In learning experiments, AFD has been compared to back-propagation trained Neural Networks (NN), AIM, C4.5, and standard logic minimization tools. These comparisons used a broad range of
function types (from the 800 mentioned above). For each of the test functions, AFD performed near the best of any method, while the other methods generalized well on some functions but not on others.

In the context of ML, when one talks about "noise," it is assumed that he is refering to the situation where you have some training data classified correctly as a "1" or a " 0 " but then "noise" flips that bit to the incorrect entry. Another situation is that the value of some minterm is or becomes unknown - a "don't care". This would be refered to as "unknown" in the ML community. "Noise" and "unknowns" are related - ML techniques can be used to restore noisy images [180]. Of course, we do not know which pixels (or feature values) are "noisy" - so we treat those that are most suspicious as don't cares.

The more robust generalization performance of AFD, including dealing with noise and unknown data, is a reflection of its robust measure of complexity, DFC. It is also an indication that the useful inductive bias of these various standard methods results from their parsimonious tendencies rather than their particular representation schemes (be they thresholded weighted sums, polynomials, decision trees or Boolean operators).

## 30 Towards Improved Approaches to Logic Minimizers for Machine Learning

Although the AFD approach of FLASH gives very robust results, it is slow, which essentially restricts its practicality to 20 or even less, variables. It is, therefore, important, to be able to compare the FLASH decompositional logic approach to other logic approaches that use the same DFC measure, but introduce some restricted bias resulting from the assumed network's structure. Such approaches are then faster and can be used for larger variable functions.

In this respect, the well-known circuit minimizer Espresso, the standard machine-learning program C4.5, and ESOP minimizer EXORCISM will tested together with our decomposer. These programs have the following structure/gate-type biases: Espresso assumes a two-level AND-OR network, EXORCISM assumes a two-level AND-EXOR network, C4.5 assumes an ordered tree. (The input variables can be multiple-valued).

The questions arise:

- How much of the network's simplicity is lost by assuming these structures?
- How much is gained in the speed of the program with respect to a bias-free decomposer? Is this speedup worth an increased DFC and thus a more limited extrapolation capability?
- Is the method with a biased structure still robust enough for practical applications?

Other important question that must be faced with while developing improved minimizers for machine learning applications is the following:

- What are the reasons that machine learning using logic synthesis is not exactly the same as circuit design using logic synthesis?

This question is very important practically. Improving the performance of the FLASH system orders of magnitude without sacrificing much of its robustness (DFC) is required for making it useful for such important military applications as High Resolution Radar, for example.

The data (switching functions) used in learning and algorithm design applications by the PT group are arbitrary switching functions. Thus, the standard and generally applicable minimization procedures of "logic synthesis" can be applied. An extremely important observation is that these functions have quite different properties than the data taken from industrial companies on which the programs are tested in the "logic synthesis" community (MCNC benchmarks).

In theory, the algorithm should work well on any type of data. However, since all practical network minimization problems are NP-hard, all practical algorithms, by neccessity, are heuristic in nature. Thus, they are very dependent on the type of data. Taking into account the data characteristics (such
as closeness to unate Boolean functions) was, in principle, the main reason of the commercial success of two-level logic minimizers in circuit-design applications.

What is it that distinguishes the machine learning data from the circuit design data? Our preliminary answer is the following:

1. ML problems have an extremely high percent of don't cares (Don't cares are combination of argument value for which the function value is not specified.) The missing data can be represented as don't cares.
2. Arguments (variables) in ML problems are naturally multiple-valued, which means that they take any discrete number of values and not only true (1) or false (0). For instance, the size can be large (2), medium (1) or small (0).
3. The ML problems have some kind of "counting properties" (one counts the numbers of repetitions of some patterns, like the well-known problem of learning even/odd properties in perceptrons).
4. ML problems have various kinds of symmetries and generalized symmetries.

Decomposer is able to find a pattern of EXOR (parity) or similar functions, even when it is corrupted by "unknowns". This is a difficult problem in machine learning. To explain this case on an example, let us assume that we recognize the even/odd parity function. For a completely specified function and a relatively small (less than 16) number of variables, the AFD minimizer finds the exact minimal result (EXOR of input variables) quite fast. When we add some "unknowingness" to this function by replacing some ones and zeros with"don't cares", we should still be able to find the EXOR of inputs solution, since the underlying principle function did not change, only its pattern has been corrupted, "hidden" by the unknown values. This seemed to work, but when the percentage of don't cares increases and the number of variables inverases, the method yields poor results. First it ceases to recognize the "EXOR of variables" pattern, and second, on 96 -variable functions, it finds no EXOR's at all and looses track of any patterns (so does a human on this case).

Another positive property of the decomposer is simultaneous classification of patterns to more than two categories (you want not only to distinguish a "friend from foe" airplane, but you want to learn its orientation, speed, etc.). In terms of logic synthesis, this property corresponds to concurrent minimization of switching functions with many outputs. Currently FLASH operates on single-output functions, but Decomposer works with multi-output functions. There are many decomposers that decompose multi-output functions, but all of them have been designed for circuit design. One needs a minimizer for strongly unspecified, multi-valued input, multi-output functions.

What is also missing in both"industrial circuit" and "machine learning" decomposing systems, is the decomposition of multiple-valued input, multiple-valued-output functions.

Why is this important? In theory, which is also the approach of the PT group, any multiple-valued variable can be encoded by a vector of binary variables. What happens, however, in learning situations is, that the learning system inferences rules that depend on the encoding of multiple-valued variables with binary variables. To give an example, if the system would infer from a large set of data that people who live close to power lines develop cancer, we would perhaps treat such "invention" with due care. If the system would, however, infer that people whose third bit of encoded distance from the line is 1 develop cancer, we would treat such inference as a "coding-related" artifact. Therefore, the best approach to the learning system would be not to use coding at all, but perform the inference on the variables that are natural for any given feature; e.g. either binary (man, woman), or multiple-valued (distance in yards).

| Original <br> Function | Actual <br> DFC | Average Error |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | Decomposition | Espresso |  |
| $k d d 4 . e f r$ | 2 | 0 | 0 | 0 |
| $k d d 1 . e f r r$ | 8 | 0.32 | 0 | 0.96 |
| $k d d 8 . e f r$ | 8 | 6.35 | 0 | 5.64 |
| $k d d 6 . e f r$ | 12 | 2.48 | 3.72 | 2.64 |
| $k d d 3 . e f r r$ | 12 | 1.28 | 2.72 | 3.52 |
| $k d d 2 . e f r$ | 16 | 2.76 | 2.4 | 12.86 |
| $k d d 10 . e f r$ | 20 | 17.52 | 8.18 | 17.16 |
| $k d d 9 . e f r$ | 20 | 13.79 | 6.55 | 16.54 |
| $k d d 7 . e f r$ | 28 | 20.69 | 10.53 | 5.69 |
| $k d d 5 . e f r$ | 36 | 10.52 | 11.11 | 8.44 |
| Average |  | 7.57 | 4.52 | 7.345 |

Table 5: DFC and Average Error

| Original <br> Function | Actual <br> DFC | \# of Samples |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | Decomposition | Espresso |  |
| $k d d 4 . e f r r$ | 2 | 8 | 7 | 9 |
| $k d d 1 . e f r$ | 8 | 31 | 25 | 40 |
| $k d d 8 . e f r$ | 8 | $83^{3}$ | 25 | 51 |
| $k d d 6 . e f r$ | 12 | 74 | 67 | 76 |
| $k d d 3 . e f r$ | 12 | 61 | 76 | 54 |
| $k d d 2 . e f r$ | 16 | 97 | 126 | 113 |
| $k d d 10 . e f r$ | 20 | 200 | 60 | 181 |
| $k d d 9 . e f r$ | 20 | 224 | 104 | 205 |
| $k d d 7 . e f r$ | 28 | 256 | 126 | 51 |
| $k d d 5 . e f r$ | 36 | 249 | 251 | 229 |
| Average |  | $128.3^{4}$ | 86.7 | 100.9 |

Table 6: DFC and \# of Samples Needed to Learn

## 31 Small Problems

### 31.1 Overview

This section describes the first set of test functions. Each of these functions consist of 8 binary variables with a single binary output. All of the functions are void of noise and missing values. Each function was chosen as to in some way represent a "database-like" concept. It is noted to the reader that the logic synthesis approaches generalize to discrete and continuous data fields [203] as well as multi-valued outputs.

### 31.2 Experimental Design

Here, we show an abridged version of our test results with brute-force decomposition (AFD), Espresso, C4.5, and EXORCISM. We used the well-known KDD functions: kdd1.efr - kdd10.efr. The comparison of results of Decomposer, Espresso and EXORCISM on these functions is in Table 6, part 1. The functions are explained in section 10 .

[^2]The tests on the individual functions were as follows. First, each method was given a random set of data to train on ranging from 25 to 250 out of a total of 256 possible cases. Once the method was trained, the entire 256 cases were tested and the number of differences were recorded as errors. This procedure was repeated 10 times for a given sample training size in intervals of 25 . Thus, the total number of runs for each function was 100 of varying sample size. None of the learning was incremental. All of the runs were independent.

For brevity, the comparison graphs were omitted in lieu of a condensed summary of each of the learning curves. For each function, the average number of errors for the entire run was recorded in Table 1. It was then possible to compare brute-force decomposition, Espresso, C4.5, and EXORCISM with these averages for a given function. Table 2 shows the number of samples necessary before the learning method obtains a concept such that in all ten separate runs, the number of errors was 0 . The value at the bottom of each table is the average over all of the functions. The smaller the number here, the better the performance.

## 32 Characterization of Benchmark Functions

We thought it may be interesting to describe some examples of benchmarks that we used in addition to MCNC benchmarks. More "machine learning benchmarks" are available from U.C. Irvine. (http://www.ics.uci.edu/AI/ML/MLDBRepository.html) The WL benchmarks are available from Pattern Theory Program: Tim Ross, ross@speedy.aar.wpafb.af.mil. Some of the benchmark names from the tables are separated into several groups listed and briefly explained below.

LEARNING8_SET. This set of functions is intended to be representative of a wide variety of functions for testing machine learning systems.

RANDOM. There are 3 randomly generated functions, generated with FLASH with seeds 1,2 , and 3: rnd1, rnd2, and $r n d 3$.

RANDOM MINORITY ELEMENTS. There are 5 functions generated with a fixed number of minority elements placed at random. The seed for all was 1: rnd_m1, rnd_m5. rnd_m10, rnd_m25, rnd_m50.

RANDOM WITH VACUOUS VARIABLES. rndvv36. copied from Taylor set, was randomly generated except for x 3 and x 6 being vacuous.

BOOLEAN EXPRESSIONS. These are functions intended to represent database concepts for knowledge discovery[184]. $k d d 1:(\mathrm{x} 1 \mathrm{x} 3)+\mathrm{x} 2{ }^{\prime} ; k d d 2:\left(\mathrm{x} 1 \mathrm{x} 2{ }^{\prime} \mathrm{x} 3\right)\left(\mathrm{x} 4+\mathrm{x} 6^{\prime}\right) ; k d d 3:$ NOT (x1 OR x 2$)+$
 $\mathrm{x} 6+\mathrm{x} 8 ; k d d 7:(\mathrm{x} 1 \mathrm{x} 2)+(\mathrm{x} 3 \mathrm{x} 4)+(\mathrm{x} 5 \mathrm{x} 6)+(\mathrm{x} 7 \mathrm{x} 8) ; k d d 7 b:((\mathrm{x} 1 \mathrm{x} 2)$. XOR. $(\mathrm{x} 3 \mathrm{x} 4))$. NAND. $((\mathrm{x} 5$
 x4) XOR ( NOT $(x 7 x 8))(x 2+x 3)$.

Note: $k d d 7$ and $k d d 7 b$ differ in only 9 places and have the same decomposition architecture (and DFC). multiplexer, mux6, used in [189], this is a 2 -address bit, 4 -data bit multiplexer with two vacuous variables ( x 0 and x 1 ) to make 8 inputs.

## DEEP FUNCTIONS.

and_or_chain $8=\mathrm{AND}(\mathrm{OR}(\mathrm{AND}(\mathrm{OR}(\mathrm{AND}(\mathrm{OR}(\mathrm{AND}(\mathrm{x} 1, \mathrm{x} 2), \mathrm{x} 3), \mathrm{x} 4), \mathrm{x} 5), \mathrm{x} 6), \mathrm{x} 7), \mathrm{x} 8)$, or_and_chain8.
MONKISH PROBLEMS. These are 8 binary variable "approximations" to the Monk's problems of Thrun'91 et. al. [207]. x1: head shape (rnd, octagonal), x2: body shape (rnd, octagonal), x3: smiling (yes, no), x4, x5: holding (sword, balloon, flag, whistle), x6,x7: jacket color (red, yellow, green, blue), x8: has tie (yes, no). monkish1: head shape equals body shape or jacket is red. monkish2: exactly 2 of 6 attributes have 1st value. monkish3: (jacket green \& has sword) or (jacket not blue and body not oct.)

STRING FUNCTIONS. Palindrome acceptor, pal, palindrome output, pal_output, randomly generated 128 bits then mirror imaged them to create the outputs of an 8 variable function. Doubly palindromed output, pal_dbl_output, as above but generated 64 bits and flipped them twice. 2 interval acceptors from FLASH, intervall accepts strings with 3 or fewer intervals (i.e. substrings of all zeros or all ones). interval2 accepts strings with 4 or fewer intervals 2 sub-string detectors. substr1 accepts strings with the sub-string " 101 ". substr2 accepts strings with the sub-string " 1100 ".

IMAGES. chXfY means character X from font Y of the Borland font set. All were generated with the Pascal program charfn.exe. ch8f0 - kind of a flat plus sign, ch15f0- an Aztex looking design, ch22f0horizontal bar, ch30f0 - solid isosceles triangle, ch47f0-slash, ch176f0 - every other column of a checker board, ch177f0 - checker board, ch74f1 - triplex J, ch83f2-small S (thin strokes), ch70f3-sans serif F, ch52ff - gothic 4.

SYMMETRIC FUNCTIONS. parity. contains_4_ones, $(\mathrm{f}(\mathrm{x})=1$ iff the str x has 4 ones $)$. majority_gate, $\mathrm{f}(\mathrm{x})=1$ iff x has more 1's than 0's.

OTHER ACCEPTORS. primes 8 , output is 1 iff the input string, as a decimal number, is prime. 0 and 1 are not considered prime.

NUMERICAL FUNCTIONS. addition, add0, add 2 , add 4 - outputs bits of a 4 bit adder, 0 is the most significant bit. greater_than: $\mathrm{f}(\mathrm{x} 1, \mathrm{x} 2)=1 \mathrm{iff} \mathrm{x} 1>\mathrm{x} 2$. subtraction: subtraction 1, subtraction 3 - output bits 1 and 3 of the absolute value of a 4-bit difference. 0 is most significant bit. modulus 2 ,
output bit 2 of 4 -bit modulus 0 is the most significant bit. remainder2, output bit 2 of 4 -bit remainder 0 is the most significant bit.

GEOMETRIC FUNCTIONS. Generated using nearest neighbor (Hamming distance): - note that majority gate is effectively a nearest neighbor type function with samples:

000000000
111111111
nnr1: kind of a four corners partitioning of the space. based on samples:
000000000
000011111
111100001
111111110
nnr2: has two randomly selected points as templates. based on samples:
001110100
110111101
nnr3: has eight randomly selected points as templates. based on samples:
000100111
001110101
010001010
010110010
011100101
100011010
110001111
110111100

## 33 Heart Disease Database

The Cleveland heart disease database ${ }^{5}$ used in our experiments was the "processed" data where only 14 of the original 76 attributes were used in classification. For our purposes, we will further modify the data (convert to binary) as shown in Table 4 for testing with all learning algorithms. The intervals (for continuous type data) were basically chosen to be evenly distributed along the appropriate line segment. There were no special rules to delineate the data in order to be advantageous to a particular learning algorithm. Some of the variables were discrete and had a natural encoding. E.g., variable 9 for chest pain had 4 values, thus it was encoded with 2 binary variables.

One additional alteration was made to the database. Six of the 303 patient records contained some missing values. They were all removed because at present, the logic synthesis tools have no reasonable way of handling this data. It was decided rather than encoding the missing value as a separate value or using some other method, we would simply omit those records. Also, because of the binary encoding, it happened that 2 different records in the original database were encoded to the same values including their output. This duplicate entry was discarded. The end result is a transformation of the 14 variable discrete/continuous data to a 26 binary variable problem. There are a total of 296 records.

## 34 Analysis of the Heart Disease Problem

This section will be added to the final version of the report.

[^3]|  | Heart Variable | Value | Binary Encoding |
| :---: | :---: | :---: | :---: |
| $\begin{aligned} & x_{1} \\ & x_{2} \end{aligned}$ | $\begin{gathered} \text { variable } 3 \\ \text { Age } \end{gathered}$ |  | $\begin{gathered} \hline 00 \leq 30 \\ 0131-50 \\ 10 \leq 1-70 \\ 10<70 \end{gathered}$ |
| $x_{3}$ | variable 4 | Sex | $\begin{gathered} 0=\text { female } \\ 1=\text { male } \end{gathered}$ |
| $\begin{aligned} & x_{4} \\ & x_{5} \end{aligned}$ | variable 9 chest pain | typical angina atypical angina non-anginal pain asymptomatic | $\begin{aligned} & 00=1 \\ & 01=2 \\ & 10=3 \\ & 10=4 \end{aligned}$ |
| $\begin{aligned} & x_{6} \\ & x_{7} \\ & x_{8} \end{aligned}$ | variable 10 resting blood pressure $(\mathrm{mm} \mathrm{Hg})$ |  | $000 \leq 100$ $001101-115$ $010116-130$ $011131-145$ $100146-160$ $101161-175$ $110176-190$ $111 \geq 190$ |
| $\begin{gathered} \hline x_{9} \\ x_{10} \\ x_{11} \end{gathered}$ | $\begin{gathered} \text { variable } 12 \\ \text { serum } \\ \text { cholesterol } \\ (\mathrm{mg} / \mathrm{dl}) \end{gathered}$ |  | $000 \leq 160$ $001161-200$ $010201-240$ $011241-280$ $100281-320$ $101321-360$ $110361-380$ $111>380$ |
| $x_{12}$ | variable 16 fasting blood sugar |  | $\begin{gathered} 0=\leq 120 \mathrm{mg} / \mathrm{dl} \\ 1 \geq 120 \mathrm{mg} / \mathrm{dl} \end{gathered}$ |
| $\begin{aligned} & x_{13} \\ & x_{14} \end{aligned}$ | variable 19 resting electrocardiographic results | normal <br> having ST-T <br> wave abnormality ${ }^{6}$ <br> showing probable or definite left ventricular hypertrophy ${ }^{7}$ | $\begin{gathered} 00=0 \\ 01=1 \\ 10=2 \end{gathered}$ |
| $\begin{aligned} & \hline x_{15} \\ & x_{16} \\ & x_{17} \end{aligned}$ | variable 32 <br> Maximum <br> Heart <br> Rate <br> Achieved |  | $000 \leq 100$ $001101-115$ $010116-130$ $011131-145$ $100146-160$ $101161-175$ $110176-190$ $111 \geq 190$ |
| $x_{18}$ | variable 38 exercise induced angina |  | $\begin{aligned} & 0=\text { no } \\ & 1=y e s \end{aligned}$ |
| $\begin{aligned} & x_{19} \\ & x_{20} \end{aligned}$ | variable 40 ST depression induced by exercise relative to rest |  | $00 \leq 1.5$ $01 \geq 1.5-3.0$ $10 \geq 3.0-4.6$ $10 \geq 4.6$ |
| $\begin{aligned} & x_{21} \\ & x_{22} \end{aligned}$ | variable 41 slope of the peak exercise ST segment | ```unsloping flat downsloping``` | $\begin{aligned} & 00=1 \\ & 01=2 \\ & 10=3 \end{aligned}$ |
| $\begin{aligned} & x_{23} \\ & x_{24} \end{aligned}$ | variable 44 number of major vessels colored by flourosopy | 0-3 | $\begin{aligned} & 00=0 \\ & 01=1 \\ & 10=2 \\ & 11=3 \end{aligned}$ |
| $\begin{aligned} & x_{25} \\ & x_{26} \end{aligned}$ | variable 51 Thal | normal fixed defect bejergitple defect |  |
|  | Output | $\begin{gathered} \text { Healthy } \\ \text { Disease(1-4) } \end{gathered}$ | $\begin{aligned} & \hline 0 \\ & 1 \end{aligned}$ |

Table 7: Heart Disease Database Binary Conversion

## 35 Conclusions and Future Research.

In this report we introduced a new representation and a new general decomposition/synthesis approach for strongly unspecified multiple-valued multi-output functions. Our main immediate application was Machine Learning, but we forsee also future applications in circuit design.

The approach presented here can be specialized and expanded to many future variants which are a subject of many works of our gruop. It seem to open several new research areas, such as:

- combining multi-level decomposition with such few-level synthesis methods as ESOP minimization;
- creating Curtis-like decomposers for strongly unspecified functions of many variables;
- $E X O R^{2}$ _SOPs circuits synthesis;
- input variable re-encoding problem to simplify DDs;
- using logic synthesis in machine learning;
- efficient solving of combinatorial problems (such as graph coloring);
- and other.

We are currently in the process of implementing the decomposition algorithm from section 8 , and we must be done with it before the end of September.

The new representation introduced by us allows also to utilize Sum-of-CDEC, TANT, ESOP, EXOR ${ }^{2} S O P$, and other similar circuits for Machine Learning applications. The advantages and disadvantages of such circuits, versus those of the better known SOPs, trees, and Curtis decompositions in the area of Machine Learning should be further investigated (see [155] for the first results). Since Fuzzy logic circuit decomposition can be reduced to 4 -valued logic decomposition, the approach can be also used to decompose Fuzzy Logic circuits [?].

The goal of the research outlined here is to prove, step-by-step, the following:

- the new representation is superior to all previous representations for function decomposition.
- a decomposition program can be created that will be much superior to all the current systems as a machine learning program on functions with a small and medium number of variables.
- a decomposition program can be created that will be superior to all the current systems as a machine learning program on functions with more than 40 variables.
- a system for functions with a very high percentage of don't cares, superior to previous ones can be created.

Soon more testing results will be available, as well as comparison with other machine learning programs on the Heart Disease Problem Database. Our ultimate goal is the creation of a practical "machine learning" algorithm that will give useful results on military data. Which means, at the minimum, 30 binary input variables but more likely, about 100 multiple-valued variables. As presented above, in machine learning, with the increase in the number of input variables there is only a small increase in the number of both positive and negative samples, but a dramatic increase in the number of don't cares. For instance, it is reasonable to expect that for a function of 100 variables there will not be more than 10,000 cares.

The program must be robust across various classes of data from the learning benchmarks. Combining SOP and ESOP minimizers, like Espresso and EXORCISM, into a single program with a functional decomposer will create a program that would be superior to any of them. We have to find the best way to do this.

We believe that the analyses of various approaches to machine learning, including SOP, ESOP, trees, decision diagrams, and functional decomposers performed at Wight Labs and in our previous papers pinpointed strengths and weaknesses of all analyzed approaches: AFD is clearly superior on small functions but it is not yet tractable on larger ones; Espresso has trouble with "counting" type of dependencies such as parity and arithmetic circuits but handles don't cares relatively well; EXORCISM is superior to Espresso and C4.5 on many larger functions, but has trouble with very strongly unspecified functions, and C4.5 - the defacto standard machine learning tool, can handle more special cases of data and user requirements, but its quality is often worse than other approaches. We believe, all these comparisons will be helpful to create a superior program.

The observation that functions in Machine Learning are very strongly unspecified and thus none of the known approaches work well, makes the requirements on the minimization programs in circuit design and machine learning very different, a point that has not yet been sufficiently observed and appreciated. This fact calls for the development of totally new approaches to synthesis, and is a very positive opportunity for people working in the area of development of new algorithms for logic synthesis. Instead of adapting the algorithms created for circuit design, new algorithms should be created from scratch, and from the very beginning they should take into account the problem specifics. Moreover, since these algorithms run only in software, and only DFC minimization is important, EXOR gates or any other gates or universal modules are as good as any other commonly used gates and cells, and there is no problem of its realization or speed. The space of investigations is then here much wider than in classical logic synthesis for circuit design applications.

Missing values, and especially noise, are still not adequately part of the circuit design world but are a reality in KDD and ML. It will be necessary to find solutions to these issues if we are to use logic synthesis tools in these fields.

We believe that machine learning will become a new and fruitful area for logic synthesis research, and an application territory for logic minimizers. There exist big challenges, but also great wins for successful programs. The first research results that appreciate this synergy and try to link the two worlds of the "machine learning community" and the "design automation community" already start to appear: new decision-diagram approaches were presented in 1994 by Ron Kohavi [187, 188], and Arlindo Oliveira [195].

It is quite possible, that problems with an unusually high percent of don't cares, first observed in ML, will be also better identified in the area of circuit design; for instance, when more sophisticated compilers of VHDL and other high-level languages will become to proliferate.
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