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Abstract�

Paper introduces Nonsingular Forms �NSF� for bi�

nary and multiple�valued functions� Fundamental

theorems of Linearly Independent Logic are given�

as well as circuit interpretation and methods of

minimization� While the UXFs introduced by us

earlier provide all possible XOR canonical repre�

sentations of Boolean functions� NSFs provide ex�

tensions of UXFs to the multiple�valued case� Two

types of NSFs will be described in more detail�

�polynomial� and �Min�Max�� Polynomial forms

are generalizations of UXFs to 	elds larger than

GF�
�� The Min�Max is the Post Algebraic type

generalization�

I� Introduction

In previous papers ��� ��� ��� ���� we introduced
the concepts of Orthogonal Logic� orthogonal and or�
thonormal expansions� and their applications	 Unfor�
tunately� as pointed out by our readers� the term 
or�
thogonal
 has some other meaning when applied to
transforms	 It is quite confusing in our case� since the
standard meaning of this term would imply a restrict�
ing de�nition	 The so�called 
orthogonal
 transforms
introduced by us do not need to be orthogonal in a
common sense� and in most cases they are not	 In
this paper we further generalize these concepts � to
incompletely speci�ed� multi�output� multiple�valued
logic� and we use this oportunity to introduce a correct
terminology as well	

What was called orthogonal matrix will be called
nonsingular matrix� orthogonal transform will be
called nonsingular transform	 If the transform matrix
is linearly independent� we will use the name linearly
independent transform	 Since in some applications we
are interested not only in nonsingular sets of functions
�vectors
 but just in linearly independent functions�

and because linear independence is most important to
all our concepts� we will call the whole area of logic
that we introduce � the �Linearly Independent Logic��
LI�logic� for short	

The area of 
Linearly Independent Logic
 will thus
include both binary and multiple�valued functions	
What was called earlier Orthogonal Logic will become
now binary Linearly Independent Logic	 The canonical
forms will be called Non�singular Forms �NS
 forms	
The Universal XOR canonical forms introduced in ����
become now a special case of binary NS forms	

The LI�logic is based on the concept of linear gate	
Let us assume a set of values of multiple�valued �mv

logic� let assume that � is a unique value of the algebra�
and that for each value a there exists a unique value
a��	 A linear gate is a gate executing operation �
such that�

� � a � a � � � a� a�� � a � a� a�� � �

The linear gate can be for instance a modulo k ad�
dition� a Galois addition� or a complex modulo addi�
tion	 In the simplest variant of LI�logic an arbitrary
mv function is implemented as a multi�input linear
gate of NS terms� where NS terms are arbitrary lin�
early independent mv functions	 Our interest is in
how to generate NS terms and how to minimize the
number of terms in the NS form	

UXF forms were shown to encompass all possi�
ble canonical forms based on XOR of general uxf
terms	 Similarly� NS forms include all possible canon�
ical forms based on any linear gate of general NS
terms	 Thus NS forms include UXF forms which in
turn include classical AND�XOR forms	 A linear al�
gebraic treatment for generation of UXF forms was
presented and their number was calculated ����	 Fur�
thermore� a useful subset of these canonical forms�
namely AND�OR�XOR canonical forms were intro�
duced	 In this paper we introduce two families of NS
forms that will allow to realize functions in regular



two�dimensional layouts with only local connections
and buses	 These families are mv generalizations of
some UXF families	 Although our generalization is
for an arbitrary number of values� and even di�erent
number of values for every variable� we use here only
ternary case for the lack of space	

Both of the NSF families are based on multi�input
linear gates that collect the outputs of NS terms
�called also basis functions or standard trivial func�
tions
	 The �rst family is based on the same vector
space treatment of the functions as in UXFs� but for
larger �elds than GF��
	 This would be what we term
as the �polynomial
 family of forms	 This approach
requires� at the minimum� only one kind of gate other
than linear� a multiplication gate to create NS terms	
This is an analogy to Positive Polarity Reed�Muller
forms that require only EXOR gates in the collecting
plane and only AND gates in terms	 In Polynomial
Forms� additional arbitrary functions of single vari�
able can be used as 
literal generators
� which gen�
eralizes the concept of polarity� and is a counterpart
of the binary Fixed Polarity RM	 The second family
builds NS terms using Post�like operations MIN and
MAX� which are mv counterparts of binary AND and
OR gates	

The paper is organized as follows	 In section ��
fundamental de�nitions and theorems for nonsingular
and linearly independent logic are given	 Section �
discusses generative approaches to creation of bases�
that use generalized matrix operations	 Section � dis�
cusses circuit realizations of some NS forms� Sections
� � � present various generative forms for binary and
multiple�valued logic� particularly� section � explains
the Positive Polarity NS forms� section � the Fixed
Polarity NS forms� and section � the Kronecker NS
forms	 Section � lists some other interesting families
of NS forms	 Section � explains the transformative ap�
proach to forms generation� and section �� concludes
the paper	

II� Fundamental Theorems for Non�singular

Logic

In ����� it was shown that the set of n�variable
Boolean functions under addition mod�� forms a vec�
tor space under which each basis provides a unique
representation of a Boolean function	 In other words�
every Boolean function can be represented uniquely as
Exclusive�or sum of the elements of the basis� called
basis functions	 The set of all bases forms what is
termed as Universal XOR canonical forms� UXF	 The
task of identi�cation of all these bases was related to
the transformations from one basis to another	 This
transformation was formulated in terms of nonsingu�

lar matrices	 Given one basis� any nonsingular matrix
would transform this basis to another basis	 Hence�
the identi�cation of all possible bases was formulated
in terms of identi�cation of all nonsingular matrices to
be multiplied by e	g	 the minterm basis	 The number
of nonsingular matrices is given be following lemmas	

Lemma � Let k � GF �q
 be the Galois �eld with q
elements� The order of the group of all nonsingular
m�by�m matrices with entries in the �eld k is�

qm�m�����
mY
i��

�qi � �
� ��


Lemma � Let f�x�� x�� ���� xn
 be a Boolean binary
function of n variables� The number of all possible
XOR canonical representations of the function is given
by�

���
n�����n���

�n�

�nY
i��

��i � �
� ��


By above lemma� the number of di�erent XOR
canonical forms for a ��variable binary function was
shown to be ���	

De�nition � Let fi be a k�valued switching function
of n variables taking values in a set with k elements�
Let us assume that the values satisfy the axioms of
the linear gate �� Let M be a kn by kn matrix with
columns corresponding to k�valued mv minterms and
rows corresponding to functions fi� Let the set of rows
be linearly independent with respect to linear � op�
eration� The set of all such functions forms a kn�
dimensional vector space over the Galois �eld of k ele�
ments� Any basis in this vector space provides a unique
representation of the switching function� Hence� all
possible bases in a given �eld provide what will be
termed as Nonsingular Universal Canonical Forms�
Nonsingular Forms� or NS forms� for short� Any par�
ticular NS form �NSF� is uniquely determined by the
above matrix�

In view of these basis functions� it is possible to
extend the Fundamental Theorem given in ���� to the
case of all NS forms	 This extension will be given in
the following theorems	

Theorem � Let fi be k�valued switching functions
and n the number of variables in the functions� Let
M be a kn by kn matrix with columns corresponding
to multiple�valued minterms and rows corresponding
to fi� If the set of rows is linearly independent with
respect to linear � operation� then the matrix is non�
singular and has an inverse matrix M��� In particu�
lar� this inverse can be used for transformation from
the minterm basis to a basis speci�ed by M �



Theorem � If basis functions are linearly indepen�
dent� and there is only K � kn of them� then kn �K
other linearly independent basis functions can be added
to make a nonsingular set of basis functions�

Theorem � Given
is a p�output function F �x�� ���� xn
 	 
F �x�� ���� xn


��
F �x�� ���� xn


�������� F �x�� ���� xn

i������� F �x�� ���� xn


p��
represented as a matrix FV with kn rows correspond�
ing to its mv minterms in binary ordering� and p
columns corresponding to each single�output compo�
nent function� There exists a canonical three�level re�
alization of each component function

F �x�� ���� xn
i � f� � S�
i � ���� f�n�� � S�n��

i�
where functions fi are the given basis functions� and
coe�cients Sj

i are determined by the coe�cient ma�

trix CV 	 �MT 

��

� FV � T stands for matrix trans�
pose� Operation � is mod�k multiplication in case of
polynomial families� and MIN in case of MIN
MAX
families�

Theorem � Given
is an p�output function F�x�� ���� xm� 
F �x�� ���� xn
��
F �x�� ���� xn
�������� F �x�� ���� xn
i������� F �x�� ���� xn
p��
such that the set of input variables x�� ���� xm includes
properly the set fx�� ���� xng� There exists an unique
expansion

F �x�� ���� xm

i � f��x�� ���� xn
 � SF �

i�xn��� ���� xm

����� f�n���x�� ���� xn
 � SF �n��

i�xn��� ���� xm
�
where functions fi are the given basis functions of n
variables� and the coe�cient functions �called also the
�data input functions�� SF j

i of the remaining input
variables are determined from the coe�cient matrix

CV 	 �MT 

��

� FV�

We will denote MT � N 	 See ��� � ���� for examples
and applications	 Above theorems can be also easily
extended to the case that every variable has a di�erent
number of values	

Most of the properties of UXFs shown in ���� ���
are preserved in the NS forms as well	 For each NS
form there exists a Generalized PLA circuit	 For
each NS form for which Theorem � holds there ex�
ists a programmable Generalized PLA circuit� a Uni�
versal Logic Cell� and an expansion for a function
that has more than n variables	 Similarly for all
those forms there exists a generalization of the con�
cept de�ned in ���� as the Orthogonal Decision Di�
agram	 We will call the new diagrams based on
NS expansions the Linearly�Independent Decision Di�
agrams� or LI�DDs� for short	 All the well�known cat�
egories of decision diagrams� such as� Positive Polar�
ity� Single Polarity� Fixed Polarity �Functional DDs
�
Kronecker� and Pseudo�Kronecker� MV� and Orthogo�
nal Diagrams have their counterparts here and can be

easily reconstructed by a careful reader using methods
from ��� ��� ���	

For binary functions� the matrix multiplication
method can be generalized to incompletely speci�ed
functions as follows	 In formula FV � N � CV
we represent spectral coe�cients from CV as sym�
bols Si�j� i � �� ����n� j � �� ���� p	 Now� for each care
minterm FVr�s from matrix FV we create an equation

M
�i�j�

Si�j � FVr�s �
M
�i�j�

Si�j � FVr�s� ��


where � is the equivalence operator	 Next for all care
minterms one creates the decision formula�

Y
��s�r� is a care minterm�

�
M
�i�j�

Si�j � FVr�s
 � � ��


which plays the same role as the Petrick function
in SOP minimization� and the Helliwell function in
ESOP minimization	 By �nding the minimum set of
variables Si�j that satis�es this formula we �nd the
exact solution for the selected NS form N 	 There
exist quite e�cient approximate binary search algo�
rithms for this problem	 Let us observe that the more
strongly unspeci�ed is the function� the more e�cient
the proposed method becomes	 A similar method was
created for k�valued functions �Only left part of for�
mula ��
 is used where� � is interpreted as � operator�
a� b � � iff a � b� otherwise �	 Branching of nodes
in search uses all values �� �� ���k� � of variables Si�j
	

III� Generative Families

UXFs and their linear algebraic treatment were
shown to encompass a huge number of possible canoni�
cal forms	 Obviously� UXFs include� as their relatively
very small subset� all possible AND�XOR canonical
forms which have been a subject of several studies in
the literature such as PPRMs� FPRMs� KRMs and
GRMs	 The sets of all UXFs� however� is substantially
larger and includes other more general terms than just
products of literals as basis functions	 Among these
numerous forms� some seem to have more immediate
applications in current technologies	 These are mostly
those that are based on regular array�like connections
of AND� OR� and NOT gates ���� ���	 While in such
FPGAs as the Lookup�table based ones� the distinc�
tion between di�erent logics is removed� the above log�
ical operations continue to be the most widely used in
other array technologies� and especially in �ne�grain
FPGAs� such as those from ATMEL� Xilinx �Algo�
tronix
 and Motorola �Pilkington
	



Generation of di�erent AND�OR�XOR canonical
forms was discussed in ���� based on two operations
of Reed�Muller and AND�OR	 Here� it will be shown
that similar to various AND�XOR canonical forms� it
is possible to de�ne even more general families of bi�
nary NS forms	 The operations presented in this paper
demonstrate that for each family of AND�XOR canon�
ical forms there exist a super�family of more general�
ized forms that use arbitrary binary gates� and next
its super�super family in multiple�valued logic	

Although formally our generalizations look similar
to those from ��� �� ��� ���� they are in such relation
to the ones from ����� as for instance the Generalized
Reed�Muller forms are to Positive Polarity forms in
case of classical AND�XOR forms� or� as the binary
forms to mv forms	 Therefore� the practical impor�
tance of the new forms is much broader	

There exist Reed�Muller Canonical �RMC� form
����� introduced earlier by Zhegalkin ����� Consistent
Generalized Reed�Muller �CGRM� Canonical forms
��� ��� introduced by Akers ���� also known as �xed
polarity Reed�Muller �FPRM� Canonical forms ����	
Generalized Reed�Muller �GRM� Canonical forms ����
also termed as Canonical Restricted Mixed Polar�
ity �CRMP� ���� ��� Kronecker Reed�Muller �KRM�
canonical forms ��� ��� Pseudo�Kronecker Reed�Muller
�PKRM� canonical forms� Quasi�Kronecker Reed�
Muller �QKRM� canonical forms� etc	 We show here
that all these forms have their generalizations	

Many� but not all� families of AND�XOR forms can
be generated by Kronecker Products of matrices and
Decision Diagrams	 The same is true for NS forms	
We will show that there exist two basic ways of creat�
ing nonsingular transform matrices� Generative meth�
ods andTransformative methods	 While the generative
methods create matrix N recursively from core ma�
trices for single variables or core matrices for groups
of variables� or use LI�DDs to create multi�level cir�
cuit that is next �attened� the transformative meth�
ods transform a nonsingular base to another nonsin�
gular base	 Matrix generation can be done by three
methods� standard matrix multiplication� Kronecker
matrix multiplication� and Generalized Matrix Oper�
ators �for examples of such operators see ���� �� ��
	
The generalized matrix operator should be interpreted
as a generalization of the Kronecker Matrix Product�
in which the symbol b of the �rst matrix Moper is in�
terpreted as a symbol of an operator b to be applied
to the respective second matrix� Mdata	 For instance�
for � � � matrices� the generalized operator is de�ned
as follows�

Moper � Mdata �

�
a b
c d

�
�

�
e f
g h

�
� ��


�

�
�����

apply a to

�
e f
g h

�
apply b to

�
e f
g h

�

apply c to

�
e f
g h

�
apply d to

�
e f
g h

�

�
�����
��


This way� the standard Kronecker multiplication be�
comes a special case of our generalized operator	 Sec�
tion � will illustrate several operators	
Let us observe that if matrix N can be factorized� then
a more e�cient way of �nding the transform exist�

If CV � N� � N� � ����� � Nr � FV
then FV � Nr

�� � Nr��
�� � ����� � N�

�� � CV
Similar formulas exist for Kronecker multiplica�

tion� and Generalized Matrix operators	 It should be
pointed out� that matrices Ni can be any nonsingu�
lar matrices of size comparable to any subset of input
variables� not necessarily to a single variable	 Obvi�
ously� a mv variable with �k values requires k binary
wires to be coded� so uniform methods can be ap�
plied to circuit realization of binary and mv logic	 For
instance� a cell for operator � can be realized with
two EXORs� in general� a two�input quaternary gate
can be realized as a cell with four binary inputs and
two binary outputs	 Because of the regularity of our
structures� the pairs of these signals that represent a
��valued variable are always routed together� and are
very short or are used in global buses	

IV� Regular Circuit Realizations of Two

Families of NS Forms

While the methods presented in last two sections
are general and allow to generate many NS forms�
there are the following problems�

� How to generate matrices of forms that have some
desirable circuit properties�

� What are the families of forms that have certain
structure�

� The well known AND�XOR forms are particu�
lar cases of NS forms	 Are there any special
familes of NS forms that are generalizations of
these AND�XOR forms and have similar regular
structures�

One subfamily of NS Forms will be called the Poly�
nomial family of NSFs� It is obvious from well�known
properties of �elds� that Theorem � is satis�ed for
any k�valued function where k is a prime number or a
power of a prime number �k � pr� r���� p � prime num�
ber
	 The operations in this �eld� rather than AND
and XOR for the case of GF ��
� will be the mod�k



multiplication and the mod�k addition	 Or� they can
be the Galoisk multiplication and the Galoisk addi�
tion	 The linear � operations �additions
 are done in
the output �collecting
 plane and in the input plane
there are only multipliers and wires	 This is the reason
that we call it also the �Multiply
wire� expansion	

A k�valued switching function in this representa�
tion will be a polynomial where the k�valued basis
functions form the Multiply terms and the k�valued
coe�cients determine the exact unique representation
of the function in that �eld	 In other words� famil�
iar algebraic techniques will be used to represent the
k�valued function	 However� in our generalization the
polynomial can use not only the original variables� but
also arbitrary functions from a set of single�variable
nonsingular functions	 For instance� the arguments of
Multiply terms can be any permutations of function

a variable
� f�i
 � i� i���		�k��	 As an example� for
ternary logic� function 
variable
 and some of its per�
mutations are as follows�

f��
 � �� f��
 � �� f��
 � ��
fnot��
 � �� fnot��
 � �� fnot��
 � ��
fr��
 � �� fr��
 � �� fr��
 � ��
fb��
 � �� fb��
 � �� fb��
 � ��
In �MIN�MAX�wire
 forms the operations to cre�

ate basis functions will be that of minimum and max�
imum� as for instance in Post logic	 These basis func�
tions are then again collected by a linear gate as in
the previous case	 While in the Multiply�wire forms
the basis functions are in terms of powers of variables
or powers of single�variable permutations� in this case�
the terms take multiple�valued literals that take con�
stant values from � to k��	 The MIN operation in this
multiple�valued logic can be seen as the counterpart
of AND for binary logic	 It is simply the minimum
value of the values of its two arguments	 The MAX
operation can be seen as the counterpart of OR for
binary	 It is the maximum value of the values of two
variables	

As examples� we will present one basis set in the
Polynomial family� and one basis set in the Min�Max
family	

Example � A basis set for ternary functions in Poly�
nomial family includes basis functions �� b� b�� a� ab�
ab�� a�� a�b� and a�b�� The single argument operations
are here the powers of variables� and the two�argument
operation is the mod�k multiplication� Single variable
nonsingular functions are here generalizations of po�
larities of variables in binary logic�

Example � A basis set for ternary functions in
Min
Max NSFs is represented by basis functions ��
b��� b�� a��� a��b��� a��b�� a�� a�b��� a�b�� The sin�
gle argument operations are Post literals �aS 	 � if

a � S� aS � � otherwise�� and the two�argument oper�
ation is the minimum�

In particular� the theorems from the previous sec�
tions are true for all the NS forms� their special fam�
ilies from the literature� the Polynomial family� and
the MIN�MAX family	 They are very useful to �nd
and verify some properties of new NS forms	

There are several applications of these theorems
���� ��� ��� �� ��	 They can be used to calculate ex�
pansion coe�cients for any given mv function F in any
nonsingular expansion� to be realized by a �General�
ized PLA�� GPLA� It is done by a generalization of
procedures to �nd coe�cients in AND�XOR canon�
ical forms	 Other application is to calculate the in�
put functions to a Universal Logic module knowing
its output function� as a part of a multi�level synthe�
sis method	 Such universal modules generalize mul�
tiplexers and AND�XOR gates used for realizations
of Shannon� and Davio expansions	 Finally� similarly
to algorithms that go through all Fixed Polarity Reed�
Muller forms or other canonical forms ���� ��� in order
to select the best expansion for a given function� an
exhaustive search algorithm to �nd the best expan�
sion can be created	 Creation of such methods can be
simpli�ed with respect to fast permutations and other
linear operations on matrices N and N��� as well as
the existence of fast transforms for binary ��� �� and
ternary logic	

In NSFs� the nonsingular matrix and the operations
are de�ned over a �nite �eld� GF �k
	 Therefore� simi�
lar to UXfs� any nonsingular matrix will transform one
basis to another� or one NSF to another	 The number
of such bases can again be found through equation ��
replacing all instances of � with k	

In cellular realizations of various AND�OR�wire
terms in ���� ���� AND� OR� and wires were needed
in a column of a generalized PLA	 The rows in the
input plane �called also a basis plane
 of this GPLA
correspond to the inputs� or to inputs and their nega�
tions	 The rows of the output plane were composed of
XOR gates and wires	

Similarly� in the more general NSFs� various terms
can be realized in various cellular realizations	 All
these realizations have three component structures�
one�argument functions� the input plane� and the out�
put plane	 One�argument functions are� Post�like lit�
erals� variables �wires
� modulo�k powers of variables�
permutation functions� or any other generalized liter�
als �arbitrary functions of single variable
	 These are
nonsingular sets of functions of a single variable	 The
outputs from one�argument functions are horizontal
inputs� input buses� to the input plane	 Columns of
the input plane realize linear combinations of the fol�



lowing two�input gates� MIN� MAX� and MULTIPLY
gates	 Each gate in the input plane takes one input
from its top gate and one from the corresponding in�
put bus� and sends its output to the lower gate	 Each
lowest gate in the input plane starts the vertical inter�
mediate bus going to the output plane	 In Universal
Modules� the gates MIN or MULTIPLY are inserted
on the path from the input plane to the output plane�
possibly at every input to a linear gate	 The two�input
linear gates create the output plane	 Each gate takes
its one input from the respective vertical bus and one
from the previous �left
 linear gate in this row� and
gives its result to the next �right
 linear gate	 The
cells that realize all above gates can be also switched
to perform the role of wires� both in the input and the
output plane	

The following specialized variants of generalized
PLAs for LI logic can be created�

� Post literals in inputs� wire� and MIN in input
plane � a counterpart of Reed�Muller�

� Post literals in input� MIN� and MAX in input
plane � a counterpart of AND�OR�

� Post literals in input� wire� MAX� and MIN in
input plane � a counterpart of AND�OR�Reed�
Muller�

� Permutation and powers in inputs� wire� and
MULTIPLY�mod�k in input plane�

� Permutation and powers in inputs� wire�
MULTIPLY�mod�k� MIN and MAX in input
plane	

The last two cases above do not have the coun�
terparts described before in UXFs	 A Field�
Programmable Analog Array �FPAA
 that allows to
realize such structures has been described in ����	

The generalized PLA can be further generalized al�
lowing the cells to be multi�input� multi�output� and
creating respective NS families for them	 The nice
thing about LI logic is that one can create his own
transforms and synthesis methods for a given set of
logic blocks and patterns of their connections	

V� Positive Polarity NSF Forms

From now on� the basis of reference consists of the
minterms in reverse binary order with reversed bits	

Positive Polarity NS forms are the counterpart of
Positive Polarity RM Forms	 Here we will present
three types of these forms	 Binary families are gen�
erated by operators� Reed�Muller �AND�wire
� dual
�OR�wire
 and AND�OR	 Their mv generalizations

are generated by operators� MIN�wire� MAX�wire
and MIN�MAX	 Other mv generalization uses MUL�
TIPLY�wire operators	 The examples of these trans�
forms for ternary�valued functions will be shown	

A� Positive Polarity Binary Families

Let R be a nonsingular matrix	 Operator R means
taking matrix R without modi�cation	 Operator i cre�
ates a square matrix of the size of matrix R with all
entries i	 For� instance� � creates a square matrix with
all entries �	 Operator C replaces the lowest row of ar�
gument matrix with zeros	

De�nition � The Reed�Muller Operator � on R is�

��R
 �

�
R �

R R

�
��


De�nition � The AND�OR Operator � on R is�

��R
 �

�
R �

� R

�
��


De�nition � The OR�wire Operator � on R is�

��R
 �

�
� C
R R

�
��


It can be shown that applications of these trans�
forms result in nonsingular bases of a higher dimen�
sion	

The starting matrix for a single binary variable�
used in the generation of the positive polarity�� fam�
ily of bases� was given as�

T� �

�
� �
� �

�
���


The basis represented by T� was shown to be�

�
a
�

�
���


The Reed�Muller�AND�OR expansion is con�
structed by � ���T�

	 Other similar constructs are
possible � incorporating di�erent orders of application
of �� �� and � operators � which give rise to various
AND�OR�wire connections in the basis plane	 While
the order of variables is irrelevant for Reed�Muller ba�
sis� for AND�OR and all other combinations of the ��
�� and � operators� it gives rise to a new basis	

De�nition � The family of bases generated by appli�
cations of � and � operators in all possible orders and
all possible permutations of the variables is the posi�
tive polarity �� family of bases�



Example � The nonsingular transition matrix of
AND
OR expansion for a ��input binary function is
given as�

��T�� �

�
T� �

� T�

�
�

�
���

� � � �
� � � �
� � � �
� � � �

�
��� ���


The transition matrix above results in the following
basis functions�

�
���

� � � �
� � � �
� � � �
� � � �

�
��� �
�
���

ab
�ab
a�b
�a�b

�
��� �

�
���

ab
b

a� b
�

�
��� ���


B� Positive Polarity Ternary Polynomial Families

The counterparts of these transformations for the
ternary�valued functions can be represented in the fol�
lowing�

De�nition � Let R be a nonsingular matrix� The
Ternary Reed�Muller Operator �� on R is�

���R
 �

�
� R R �

�R R �

R R R

�
� ���


The corresponding starting matrix for a single ternary
variable is�

�
� � � �

� � �
� � �

�
� ���


which corresponds to the basis�

�
� a�

a
�

�
� ���


Similarly� any permutation function of a can replace
all occurrences of function a in the basis above� which
creates � single�variable bases for Ternary Reed�Muller
generalization	 In case of polynomial forms the gener�
ation can use either the standard Kronecker Product
or its generalization in the form of the Reed�Muller
operator	

Example � Using the Kronecker Product �� the
ternary Reed�Muller NSF is found�

�
� � � �

� � �
� � �

�
��

�
� � � �

� � �
� � �

�
� � ���
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�
�������������

�

�
� � � �

� � �
� � �

�
� �

�
� � � �

� � �
� � �

�
� �

�
� � � �

� � �
� � �

�
�

�

�
� � � �

� � �
� � �

�
� �

�
� � � �

� � �
� � �

�
� �

�
� � � �

� � �
� � �

�
�

�

�
� � � �

� � �
� � �

�
� �

�
� � � �

� � �
� � �

�
� �

�
� � � �

� � �
� � �

�
�

�
�������������

�

���


�

�
�������������

� � � � � � � � �
� � � � � � � � �
� � � � � � � � �
� � � � � � � � �
� � � � � � � � �
� � � � � � � � �
� � � � � � � � �
� � � � � � � � �
� � � � � � � � �

�
�������������

���


It can be easily veri�ed� that the same result would be
obtained by using the Reed�Muller operator de�ned
in formula ���
	 The columns in the above matrix
correspond to ternary minterms ��� ��� ��� ��� ��� ���
��� ��� and �� where the �rst value corresponds to b
and the second to a	 The rows resulting terms then as
given before can be seen to be a�b�� ab�� b�� a�b� ab�
b� a�� a� and �	

C� Positive Polarity Ternary MIN�MAX Families

It is also possible to generalize the Reed�Muller
UXF in MIN�MAX format	 The main characteristic
of the Reed�Muller expansion is that it is only involved
with the AND operation in binary form	 As mentioned
previously� the counterpart of the AND operation in
MIN�MAX generalization is the MIN	 Hence� it is pos�
sible to show a generalization of the Reed�Muller ex�
pansion with the use of MIN alone	

Similarly to the polynomial family from previous
subsection� it is possible in MIN�MAX to take a va�
riety of starting matrices	 In the case of ternary and
multiple�valued logic in general� this can take di�er�
ent number of matrices	 This can be also looked at
as there are no positive and negative transforms any�
more and we are dealing with a variety of polarities
depending on the possible values for the variables	 The
number of polarities for a single ��valued�input vari�
able is �� ����	 This gives �� starting bases with values
� and �� �� bases with values � and �� and �� starting
bases with values � and �	 Multiplying any subsets of
rows in these bases by � or � gives many more other
bases	 In e�ect� even only in MIN�MAX family� and
even only for a single variable� the number of ternary
bases is extremely high comparing to three bases for a



binary variable� which are� Shannon� Positive Davio�
and Negative Davio	

As one example� a starting matrix can be taken as�

�
� � � �

� � �
� � �

�
� ���


This gives essentially the basis functions a�� a��� and
�	 By Post Logic� it is possible to choose di�erent
standard literals	 Possible other examples are�

�
� � � �

� � �
� � �

�
� ���


to give a�� a�� and a�	 Or a more generalized one�

�
� � � �

� � �
� � �

�
� ���


which corresponds to a��� a��� and � � a��	

Example � Let a and b be two ternary�valued vari�
ables� Taking the basis functions a�� a��� and � as the
basis for a single variable� the NSF basis of MIN forms
for two variables can be represented as�

�
�������������

� � � � � � � � �
� � � � � � � � �
� � � � � � � � �
� � � � � � � � �
� � � � � � � � �
� � � � � � � � �
� � � � � � � � �
� � � � � � � � �
� � � � � � � � �

�
�������������

���


The corresponding basis function will then be a� � b��
a�� � b�� b�� a� � b��� a�� � b��� b��� a�� a��� and �� The
symbol � stands for the MIN operation�

A generalization of OR�wire operator to MAX�wire
for the ternary variable case is shown in the following
example	

Example � Let a and b be two ternary�valued vari�
ables� Taking the basis functions a�� a��� and � as
the basis for a single variable� the NSF basis for two
variables can be represented as�

�
�������������

� � � � � � � � �
� � � � � � � � �
� � � � � � � � �
� � � � � � � � �
� � � � � � � � �
� � � � � � � � �
� � � � � � � � �
� � � � � � � � �
� � � � � � � � �

�
�������������

���


The corresponding basis function will then be a� �
b�� a�� � b�� b�� a� � b��� a�� � b��� b��� a�� a��� and
�� The symbol � stands for the MAX operations�

In the RM forms� Dual RM forms� and polynomial
forms� the solution does not depend on the order of
variables applied in the generating operators	 In con�
trast� in binary UXFs� di�erent orders of application
of Reed�Muller and AND�OR operators as well as dif�
ferent permutations of the variables� result in di�erent
new bases	 The same is true for the multiple�valued
Reed�Muller and MIN�MAX operators	

Therefore� for each binary Positive Polarity NS
form for given order of variables� one can �nd all possi�
ble Fixed Polarity NS forms by consistently inverting
subsets of variables	 Thus for n variables� there are
n� orders of variables for which this matrix can be
generated	 Moreover� for each of these orders� one can
generate all �n subsets of negated variables and thus
�n di�erent binary Fixed NS Polarity Forms	 For each
Positive Polarity form there are then n���n Fixed Po�
larity NS forms	 Similar approaches can be applied to
mv logic	 Creation of Fixed Polarity NS forms can be
also done in another way� as shown in the following
section	

VI� Fixed Polarity NS Forms

For UXFs� it is possible to consistently transform
the Reed�Muller and AND�OR bases� and their com�
binations� into �n di�erent �xed polarity bases	 This
family of bases has been termed the Consistent Gen�
eralized �� �CG��
 family of forms ����	

The negation of variables required in this family
was shown to require two negation operations and a
new starting transformation matrix	 The negative po�
larity basis of a single binary variable given by T� is
shown below�

T� �

�
� �
� �

�
���


which gives essentially the basis

�
�a
�

�
���




Now� corresponding to the � and � operators� ��
and �� operators are de�ned as the following�

De�nition � Let R be a nonsingular matrix� The
Negative Reed�Muller Operator �� on R is�

���R
 �

�
� R
R R

�
���


De�nition 	 Let R be a nonsingular matrix� The
Negative AND�OR Operator �� on R is�

���R
 �

�
� R
R �

�
���


Theorem � The �� and �� operators result in nonsin�
gular matrices of a higher dimension�

Now� each variable can take either a positive or
a negative operation and thus there exist �n possi�
ble Consistent Generalized forms for each positive ��
family of bases	

Example � In the following� a CG�� basis of three
variables will be shown� Here� the order and the po�
larity of the variables is given as� �bc�a� where the �nat�
ural� order of variables is assumed to be abc� First�
the transition matrix for the natural order is gener�
ated and then the corresponding transition matrix for
the given order will be shown�

����T�
 �

�
���T�
 �

���T�
 ���T�


�
� ���T�
 �

�
���

� � � �
� � � �
� � � �
� � � �

�
���

���

The transition matrix above results in the following
basis functions�

�
�����������

� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �

�
�����������
�

�
�����������

abc
�abc
a�bc
�a�bc
ab�c
�ab�c
a�b�c
�a�b�c

�
�����������

���


�

�
�����������

�a�bc
�bc

��a � �b
c
c
�a�b
�b

�a� �b
�

�
�����������

���


The corresponding transition matrix for the �bca� or�
dering will be�

�
�����������

� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �

�
�����������
�

�
�����������

abc
�abc
a�bc
�a�bc
ab�c
�ab�c
a�b�c
�a�b�c

�
�����������

���


�

�
�����������

�b�ca
�ca

��b� �c
a
a
�b�c
�c

�b� �c
�

�
�����������

���


Operators for all binary Fixed Polarity NS trans�
forms have been classi�ed	 The counterpart of the con�
cept of positive and negative polarities for multiple�
valued variables is much more powerful than that of
polarity for binary variables	 We work on a char�
acterization of all ternary and quaternary expan�
sions� similar to those that have been done for binary
and multiple�valued�input� binary�output expansions
��� ��� �� ���	

VII� Families of Kronecker Type

A� Kronecker AND�OR�wire Forms

A di�erent generalization of the �� family of UXF
bases is through the introduction of the Shannon op�
erator� �	 This we will call ��� Family of Bases	 For
given ordering of variables� this family has �n di�erent
expansions� since for every variable operator AND�OR
�� AND�wire �Reed�Muller
 �� OR�wire �Dual Reed�
Muller
 �� or Shannon �� can be used	

The starting transformation matrix for � extension
is that of T��

T� �

�
� �
� �

�
���


De�nition 
 Let R be a nonsingular matrix� The
Shannon Operator � on R is�

��R
 �

�
R �

� R

�
���


Theorem � The � operator results in a nonsingular
matrix of a higher dimension�



De�nition �� Let R be a nonsingular matrix� The
Negative Shannon Operator �� on R is�

���R
 �

�
� R
R �

�
���


The basis for a single element here is�

T� �

�
� �
� �

�
���


which gives essentially the basis

�
�a
a

�
���


It can be observed that T� and T� de�ne essentially
the same basis and no new bases will be generated
by negative Shannon operator when the corresponding
positive operator is present	

Theorem � The �� operator results in a nonsingular
matrix of a higher dimension�

Operators for all binary Kronecker NS forms can be
classi�ed	 Similar classi�cations can be applied to
ternary and other mv forms	

VIII� Other Generative Type Forms

Similarly as in previous sections� four types of forms
can be generated�

� positive polarity forms�
� single polarity forms�
� �xed polarity forms�
� mixed polarity forms	

For instance� the following list� by no means inclusive�
can be compiled	

For binary logic� Positive Polarity AND�OR forms
are AND�OR counterparts of Positive Polarity Reed�
Muller forms �PPRM forms in uni�ed terminolgy
should be called Positive Polarity AND�wire forms
	
Fixed Polarity AND�OR forms are AND�OR coun�
terparts of Fixed Polarity Reed�Muller forms �FPRMs
in uni�ed terminolgy should be called Fixed Polarity
AND�wire forms
	
Mixed Polarity AND�OR forms are AND�OR�wire
counterparts of Kronecker Reed�Muller forms �KRM
forms in uni�ed terminolgy should be called Kronecker
AND�wire forms
	 In general� Kronecker stands for
mixing polarities	

The following families of multiple�valued polyno�
mial forms exist� Positive Polarity Polynomial �Mul�
tiply�wire
 forms which are generalizations of Posi�
tive Polarity Reed�Muller forms in which Multiplier
is taken instead of AND gate� and all variables have

positive polarity	 Single Polarity Multiply�wire forms
which are generalization of Positive �or Negative
 Po�
larity Reed�Muller forms in which Multiplier is taken
instead of AND gate� and all variables have the same
polarity	 Kronecker Multiply�wire forms are a gener�
alization of Fixed Polarity Reed�Muller forms in which
Multiplier is taken instead of AND gate� and for every
variable the expansion is done with respect to one of
the possible polarities	
The following families of multiple�valued MIN�MAX
forms exist� Positive Polarity MIN�MAX forms which
are generalizations of Positive Polarity AND�OR
forms in which MIN gate is taken instead of AND
gate� MAX gate is taken instead OR gate� and all
variables have positive polarity	 Positive Polarity
MIN�MAX�wire forms which are generalizations of
Positive Polarity AND�OR�wire forms in which MIN
gate is taken instead of AND gate� MAX gate is taken
instead OR gate� and all variables have positive polar�
ity	 Single Polarity MIN�MAX forms which are gener�
alization of Fixed Polarity Reed�Muller forms in which
MIN gate is taken instead of AND gate� MAX gate
is taken instead OR gate� and all variables have the
same polarity	 Kronecker MIN�MAX�wire forms are
generalization of Fixed Polarity Reed�Muller forms in
which MIN gate is taken instead of AND gate� MAX
gate is taken instead OR gate� and for every variable
the expansion is done with respect to one of possible
polarities	

IX� Transformative Families

It is well known that in binary AND�XOR case the
Generalized Reed�Muller forms are a di�erent kind
of family than the Kronecker type families �Pseudo�
Quasi
� and cannot be generated by Kronecker mul�
tiplications	 This property of families for which no
generative structure exists is preserved in NSF forms�
both for binary and mv logic	 Therefore� if �nding
generative operators �as presented in section III
 is
not possible for some family of forms represented by
matrices� the transformative methods should be tried	
There are many such methods that can be adopted
from the existing data��ow methods in AND�XOR
logic	

The transformative methods operate on a complete
basis �matrix
 and create new bases from it	 They use
two theorems	

Theorem 	 If a row of a nonsingular matrix is re�
placed by a column�by�column linear operation of other
rows� the new matrix is nonsingular�

Theorem 
 If a column of a nonsingular matrix is



replaced by a column�by�column linear operation of
other columns� the new matrix is nonsingular�

The above row and column exoring operations can
be represented by matrix multiplications	 Similarly
many other matrix transformations can be created
and described as transform matrix multiplications by
certain Base Transform matrices	 When some addi�
tional constraints are imposed on these transforma�
tions� some restricted families of forms are created	

The transformative methods are based on the the�
orem	

Theorem �� Let CV� 	 N�
�� � FV � and CV� 	

N�
�� � FV are two coe�cient matrices obtained from

the same function vector FV by using various non�
singular transform matrices N� and N�� Let N� 	
N� � B� where B is a Base Transform Matrix� Then
CV� 	 B�� � CV��

When one can �nd matrix B� then instead of cal�
culationg �rst all matrices Ni and next matrices CVi�
we can calculate an initial CV� and next all CVi forms
iteratively one by one by use of Theorem ��	 Data�
�ow methods similar to those known from AND�XOR
forms are used to implement successive multiplications
by Base Transform matrices	

We were� however� not able to �nd matrix B for
GRM forms and their NS generalizations� and we re�
sort to other techniques	 Let us denote literals by
small variables and terms by capital variables �a let�
ter is a term as well� so capital letter can stand for
literals
	 The GRM forms are obtained from other
forms� such as FPRM� by applying rules�

a� � � �a� �a� � � a� a�B � C
 � aB � aC

A �A � �� A� � � A� A� Ab � A�b	

The transformations are carried until an ESOP ex�
pression becomes a GRM form	

Similarly to GRMs� the members of the �� fam�
ily of bases need not be con�ned to �xed polarities in
order to provide new bases	 The polarity of the liter�
als can be �inconsistently
 varied and still result in a
new basis� provided that the new basis functions are
obtained from valid transformations	 The forms ob�
tained like this are generalizations of the Generalized
Reed�Muller AND�XOR forms	

From Theorem �� any two basis functions can be
exored to produce a new basis function	 Since however
the result is not necessarily in �� form� applying above
rules plus the rules�

a� �A � a
 � A�a� a� B � a �B�a

is only allowed	 This will be illustrated in the fol�
lowing example	

Example 	 The basis generated in Example ��
��b�ca� �ca� ��b � �c
a�a��b�c��c��b��c���T � is changed to ba�

sis �b�ca��ca� ��b � �c
�a�a��b�c��c��b � �c���
T
� by trans�

forming �b�ca and ��b � �c
a� and next to ba�

sis �b�ca� ca� ��b� �c
�a� a� b�c� �c��b� �c� ��
T
by transforming

�ca��b�c and �c�

Let us observe that not all variables can be indi�
vidually negated in �� forms� since this could lead
to nonsingular expressions	 Let us take� for instance�
form ��� ab� a� a� b�	 Changing polarity of a and b in
term ab would lead to form ��� �a �b� a� a� b�� with term
�a �b that is a linear combinations of other terms� �a �b
� �� �a � b
	

Concluding� the creation of NS counterparts of
GRMs is more di�cult than the generation of NS
counterparts of AND�XOR forms that are based on
Kronecker Products� Generalized Matrix operators� or
LI Decision Diagrams	

X� Conclusion

The paper introduced the concept of Nonsingular
transforms for binary and multiple�valued functions	
In case of binary logic� the LI�logic is what we called
previously Orthogonal Logic	 LI�logic includes also
what we called Orthonormal Transforms in ����	 We
formulated theorems and showed general techniques
to minimize multi�output incompletely speci�ed func�
tions	 Theorem � can be used to generate new families
of NS forms	 All that is needed is to prove that some
method of creating a family of functions makes a non�
singular matrix	 It is� however� not necessary that
this matrix is ever created as a data structure� so our
approach can be computationally e�cient	

Next� new families of NS canonical forms were in�
troduced for both binary and multiple�valued logic	
Among these� the Polynomial and Min�Max Genera�
tive Families� as well as Transformative families were
described� which constitute only a small part of NS
forms	 The new families are very large and include
all the well�known AND�XOR canonical forms� and
the UXF forms introduced by us previously	 Our new
generalization is not only by generalizing to multiple�
valued logic� but also by creating more powerful oper�
ators that allow various polarities of variables	 When
no generative or transformative method exists for cre�
ation of a family of forms� we can still use the funda�
mental approach based on Theorems � � � as the last
resort	

The new binary forms require di�erent� AND �
OR � wire� AND � wire� OR � wire con�gurations
in regular �programmable
 arrays	 The mv forms re�
quire MIN � wire� MIN � MAX� MIN � MAX



� wire� wire � MULTIPLY � wire � MULTIPLY
� MIN � MAX con�gurations for their cellular real�
izations	 It should be stressed that for logic with �k

values a multiple�valued operator can be realized with
binary gates as a k�output cell	 This creates a cellu�
lar structure of simple cells with only local and bus
connections� and makes a perfect match with contem�
porary �ne�grain FPGAs and future quantum logic
devices	

The presented results can �nd applications in the
Levelized Array approach to Cellular Automata�type
FPGAs ����	 They can be also used to develop
new logic cells and connection structures for binary
and multiple�valued Field Programmable Gate Ar�
rays� where with respect to forthcoming fabrication
technologies there will be more emphasis on reduc�
ing programmable connections than on minimizing the
number of logic gates in programmable blocks	 It
should be observed that this kind of 
regular
 and

local
 logic will be necessary for the realization of
binary and mv circuits in quantum devices	

The new class of Decision Diagrams has been also
introduced in this paper� that includes all diagrams
from ��� � ���� as their small subset	
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