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Abstract—A theory has been developed to calculate the Rademacher–Walsh transform from a cube array specification of incompletely specified Boolean functions. The importance of representing Boolean functions as arrays of disjoint ON- and OFF-cubes has been pointed out, and an efficient new algorithm to generate disjoint cubes from nondisjoint ones has been designed. The transform algorithm makes use of the properties of an array of disjoint cubes and allows the determination of the spectral coefficients in an independent way. The programs for both algorithms use advantages of C language to speed up the execution. The comparison of different versions of the algorithm has been carried out. The presented algorithm and its implementation is the fastest and most comprehensive program (having many options) known to us for the calculation of Rademacher–Walsh transform. It successfully overcomes all drawbacks in the calculation of the transform from the design automation system based on spectral methods—the SPECSYS system from Drexel University that uses Fast Walsh Transform.
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I. INTRODUCTION

In digital logic design, spectral techniques have been used for more than 30 years. They have been applied to Boolean function classification [9], [22], [23], [36], [37], disjoint decomposition [23], [50]–[52], [54], parallel and serial linear decomposition [10], [22]–[25], [51], [52], [54], spectral translation synthesis (extraction of linear pre- and post-filters) [10], [24]–[26], [28], [51], [52], [54], multiplexer synthesis [23], [31], prime implicant extraction by spectral summation [23], [26], [28], [29], threshold logic synthesis [9], [22], [25], logic complexity [25], [55] and state assignment [25], [53]. Spectral methods for testing of logical networks by verification of the coefficients in the spectrum have been developed [10], [21], [23], [24], [26], [32]–[35], [38], [48], [49]. It should be stressed that an important problem of finding the complement of a Boolean function that has high complexity in the Boolean domain [2], [47] can be solved very easily in the spectral domain because complementing the Boolean function corresponds to changing the sign of every spectral coefficient [22], [23]. Tautology of a Boolean function can be verified by calculating a certain coefficient (in coefficient). The problem of constructing optimal data compression schemes by spectral techniques has also been considered. The latter approach is very useful for compressing test responses of logical networks and memories [24], [26], [48], [49]. The renewed interest in applications of spectral methods in logic synthesis is caused by their excellent design for testability properties and the possibility of performing the decomposition with gates other than the ones used in most classical approaches. Another area of application is signal processing, especially image processing and pattern analysis [1], [26], [35], [45]. Spectral techniques have also been used for data transmission, especially in the theory of error-correcting codes and for digital filtering [26].

Two design automation systems have used spectral methods as the tool for designing digital circuits [40], [51], [52], [54], [55]. Computation of the spectrum is a complex operation that requires, in the general case, \( n^2 \) operations of additions/subtractions when the Fast Walsh Transform [1] is used and the Boolean function has \( n \) input variables. In order to store the calculated spectrum, \( 2^n \) memory locations are required [1], [23]. The SPECSYS (for Spectral Synthesis System) developed at Drexel University on VAX 11/780 uses the Fast Walsh Transform [1] for the calculation of the spectrum and can process Boolean functions having a maximum of 20 input variables [51], [54]. The DIODES design automation system developed at Portland State University [40] does not have any limit on the number of input variables of Boolean functions that can be processed and uses the methods described in this article for the generation of spectral coefficients of Boolean functions.

Logic synthesis for recently developed field-programmable gate arrays (FPGA's), gate arrays, and PLD's creates new requirements for design automation systems because of fundamental architectural differences with re-
spect to existing technologies. A high demand exists for the methods that produce circuit realizations with EXOR gates [7], [28]. "A four-input XOR (in Xilinx 2000 Logic Cell Arrays) uses the same space and is as fast as a four-input AND gate. . . ." Logic design for Xilinx devices is therefore limited by fan-in—not by logic complexity as in PLD's." quoted from [7]. "Any system which flattens functions into 2-level AND-OR form, or which factors based on the 'unate paradigm' (as do MIS-II, BOLD, and Synopsys), is going to have problems with strongly non-unate functions like parity, addition, or multiplication. Since these sorts of functions occur frequently in real designs, synthesis tools need reasonable ways of handling them" quoted from [28].

The DIADES design automation system methodology is oriented towards detecting the linear (EXOR) part of a Boolean function. It uses, among others, spectral methods to detect EXOR parts of a Boolean function. Since the DIADES system uses spectral methods together with the programs based on the 'unate paradigm,' it can easily handle not only functions close to strongly unate but strongly non-unate ones as well. The decomposition of Boolean functions with both pre- and post-linear parts by spectral means leads to highly testable circuit realizations that can be efficiently implemented in several technologies (LHSS01 from Signetics, 2000/3000 Logic Cell Arrays from Xilinx, and some EPLD's with EXOR gates). Only spectral methods currently allow for this kind of decomposition [25], [54].

In this paper, the main emphasis is placed on the efficient computer calculation of the Rademacher–Walsh spectrum of Boolean functions since this particular ordering of Walsh transforms is frequently used for logic design [1], [6], [9], [10], [22]–[26]. The ordering of Walsh transforms describes the sequence in which Walsh functions are placed in the transform matrix. There are two Rademacher–Walsh spectra of Boolean functions, and these are known in the literature under the names of $R$ and $S$ spectra [6], [9], [11]–[13], [22]–[26]. In the following material, these spectra are referred to by symbols $R$ and $S$. The particular coefficients from these spectra are referred to as $r_i$ and $s_i$, where symbol $i$ is called an index and is used to denote any spectral coefficient from a given spectrum. Both spectra are formed as the product of a $2^n \times 2^n$ Rademacher–Walsh transform matrix $T$ and a $2^n$ vector representation of a Boolean function $F$ (vector representation of a truth table) [25], [29]. The truth vector for spectrum $R$ is coded by its original values: 0 for false minterms (minterms that have logical values 0), 1 for true minterms (minterms that have logical values 1), and 0.5 for don't care minterms (minterms for which the Boolean function can have an arbitrary logical values 0 or 1). In the case of $S$ spectrum the true minterms are denoted by $+1$, false minterms by $-1$, and don't care minterms by 0.

This paper shows two new methods for the calculation of the Rademacher–Walsh spectrum of incompletely specified Boolean functions. Both these methods can calculate a Walsh spectrum of any ordering since the algorithms are independent of the ordering of the spectral coefficients. Since a direct linear relationship exists between the $R$ and $S$ spectra described in the next section, then this article uses mainly the $S$ spectrum. The first method, which allows calculation of the spectrum directly from a Karnaugh map, is introduced here for better understanding of the meaning of spectral coefficients in classical logic terms. The second method has been implemented in the DIADES automation system [40].

This paper resolves many important issues concerning the efficient application of spectral methods in computer-aided design of digital circuits. The main obstacle in these applications was, up to now, memory requirements for computer systems. By using the algorithms presented in this article this obstacle has been overcome. Moreover, the methods presented in this article can be regarded as representative of a whole family of methods, and the approach presented can be easily adapted to other transforms used in digital logic design. For example, the adaptation of the first method for Adding and Arithmetic Transforms was described in [14], while the adaptation of the second method for Reed–Muller Transform was presented in [17]. Both methods are also universal for multiple-valued binary functions and the extension of the first method for such functions was presented in [16].

The advantages of the approach presented were possible due to new insight and the formulation of spectral techniques. By investigating the links between spectral techniques and classical logic design methods, this interesting area of research is presented in a simple manner. The real meaning of spectral coefficients in classical logic terms (such as minterms and cubes) is shown. An algorithm is presented to ease the calculation of spectral coefficients for completely and incompletely specified Boolean functions by manipulations directly on Karnaugh maps. All the mathematical relationships between the number of true, false, and don't care minterms and spectral coefficients, as well as between the size of disjoint cubes and spectral coefficients, are stated.

One of the drawbacks of spectral techniques is that practically all the existing algorithms for calculating the spectral coefficients start from a Boolean function, represented either as a list of true minterms (alternatively—a list of false minterms) [22], [23], [25], [26], [51], [52], [54] or as an already minimized sum-of-products Boolean expression (SOPE) [23], [35]. The algorithm presented overcomes this weakness by representing a completely specified Boolean function as a set of disjoint cubes that completely covers this function. A disjoint cube representation of a Boolean function (called "a disjoint cover") and generated from a minimized SOPE was used to calculate the "autocorrelation" of a Boolean function in [54]. By using a nonunique disjoint-cube representation of a Boolean function, each spectral coefficient can be calculated separately or all the coefficients can be calculated in parallel. These advantages are absent in the existing methods. The possibility of calculating only some coef-
functions is very important since there are many spectral methods in digital logic design for which the values of only a few selected coefficients are needed. Some examples of such cases in which the entire spectrum need not be computed are: Walsh and Reed–Muller spectral techniques for fault detection [4], [10], [21], [23], [24], [26], [32]–[34], [38], [48], [49]; spectral translation techniques for extracting core functions [22], [23], [29], [30]; designing of multiplier-based universal-logic modules [31]; prime implicants extraction [26], [29]; estimation of logic complexity [25], [53], [55]; and approximate implementation of logical functions [35].

Most of the current methods in the spectral domain deal only with completely specified Boolean functions. On the other hand, all the algorithms introduced here are valid not only for completely specified Boolean functions but also for functions with don't cares, since don't care minterms can be represented in the form of disjoint cubes as well.

In order to use Boolean functions that are represented as arrays of nondisjoint cubes, a fast algorithm to generate disjoint cubes is presented. The use of the disjoint cube representation of Boolean functions has been found advantageous in many algorithms used in digital logic design [2], [3], [8], [12], [19], [39], [41].

The theory of calculation of the spectral coefficients for incompletely specified Boolean functions is new for both of the methods introduced. The second method also allows for the calculation of spectra of a system of Boolean functions. When the system of incompletely specified Boolean functions is processed, there is a restriction in [25] that all the functions in the system are assumed to be undefined at exactly the same points (minterms of a Karnaugh map). Optimal completion of don't care minterms for such a system of Boolean functions from the point of view of a minimal number of spectral coefficients different from 0 (and thereby obtaining simpler implementation of such a system of functions) was presented in [25]. However, this is a severe restriction. The second method can process not only such functions but any system of completely and incompletely specified Boolean functions. Each function in the system of functions processed by the second method can have don't care minterms anywhere in the function domain.

A short description of previously known properties of the classical Rademacher–Walsh transform as applied to Boolean functions should make this article self-sufficient. All properties regarding incompletely specified Boolean functions are new. The formal proofs of these new properties by mathematical induction are trivial and therefore omitted. A number of examples are given that should help to introduce these ideas to people working in the areas of test generation and logic design automation. The use of complicated mathematical formulas, so typical in articles on the subject, is minimized in this presentation. This is important since, unfortunately, up to now the unfamiliarity with the mathematical side of the spectral approach seems to have been too great a hurdle to overcome for finding a fruitful place for practical CAD applications of these ideas.

II. LINKS BETWEEN SPECTRAL TECHNIQUES AND CLASSICAL LOGIC DESIGN

A method of calculating Chow parameters, which are used in the classification of linear logical functions, was shown in [18]. The method was stated only for completely specified Boolean functions. It was based on the computation of the number of agreements minus the number of disagreements between the values in the truth table of a Boolean function in $S$ coding (the minterms of the function are coded according to the $S$ coding) and the values of each successive row of the Rademacher–Walsh matrix $T$. A minterm in $S$ coding and an element in the row of a transform matrix agree with each other when they have the same value (either 1 or $-1$); otherwise they disagree. Due to the relationships between the Chow parameters and Rademacher–Walsh spectral coefficients [18], [19], and mutual relationships between both $S$ and $R$ spectra stated for completely specified Boolean functions in [23], the same method can be applied for finding spectral coefficients of only completely specified Boolean functions. However, the agreement/disagreement method, which is suitable for hand calculations, takes into the consideration all $2^n$ combinations of values of $n$ variables of a Boolean function.

A similar method for hand calculation of the spectral coefficients was proposed in [6]. The advantage of this approach is that only one half of all the combinations of $n$ variables of a Boolean function has to be considered. Thus, the speed of this proposed technique is at last twice the speed of the agreement/disagreement method. However, this method was presented only for completely specified Boolean functions and only for the $S$ spectrum (which was erroneously denoted by symbol $R$ in [6]). Due to mutual relationships between both spectra, this method can be easily extended for the calculation of the $R$ spectrum.

In this paper, all important relationships between spectral coefficients from both spectra and classical logic terms are stated. Moreover, for the first time these relationships are presented not only for completely specified Boolean functions but for incompletely specified Boolean functions as well. The latter problem has been solved by the authors for both $S$ and $R$ spectra. It has also been confirmed that the relationships that bind both these spectra together (see (4) and (5)) are still valid for the spectra calculated for incompletely specified Boolean functions. By expressing spectral coefficients through different formulas (this has never been done thoroughly even for completely specified Boolean functions, and (10)–(13) and (15) are new for such functions) one is able to calculate the spectral coefficients from different available data that makes the methods more flexible.

Let us show more clearly the meaning of $r_i$ and $s_j$ spectral coefficients in classical logic terms. Moreover, let us also expand our considerations for incompletely specified
Boolean functions. A standard trivial function denoted by a symbol $u_l$ describes some area on a Karnaugh map that has an influence on the value of a spectral coefficient $s_l$. The formal definition of a standard trivial function [22] is given in Property 3.6. All but one standard trivial function for a four variable Boolean function are shown as the circled areas in Fig. 1. The standard trivial function corresponding to the first spectral coefficient $s_1$ is the whole Karnaugh map and is denoted by symbol $u_0$. Since for this spectral coefficient the corresponding row in the transform matrix $T$ has all elements equal to 1 (there are no changes of value in the row), this coefficient is called a direct current coefficient [23]. The symbol $I$ used in the description of spectral coefficients and standard trivial functions is called an index, and the same symbol is used for all the coefficients. The index is composed of subindexes; each spectral coefficient has different subindexes. The subindexes of a given spectral coefficient describe the variables of the Boolean function that indicate the area of the standard trivial function corresponding to this spectral coefficient. For example, the standard trivial function described by $x_1 \oplus x_2 \oplus x_3 \oplus x_4$ corresponds to spectral coefficient $s_{1,2,3,4}$ and the general symbol of such a coefficient in $s_1$.

The following symbols will be used in the equations. Let $a_I$ be the number of true minterms of a Boolean function $F$ in the area for which the function $F$ has the logical value 1 and the standard trivial function $u_I$ has the logical value 0; let $d_I$ be the number of false minterms of the Boolean function $F$ in the area for which both the function $F$ and the standard trivial function $u_I$ have the logical values 0; let $e_I$ be the number of don't care minterms of the Boolean function $F$ in the area for which the standard trivial function $u_I$ has the logical value 1; and let $f_I$ be the number of don't care minterms of Boolean function $F$ in the area for which the standard trivial function $u_I$ has the logical value 0.

Then, for completely specified Boolean functions having $n$ variables, the following formulas hold for all but the $s_0$ and $r_0$ spectral coefficients (when $I \neq 0$) [22]:

$$a_I + b_I + c_I + d_I = 2^n$$  \hspace{1cm} (1)

and [22]

$$a_I + b_I = c_I + d_I = 2^{n-1}$$  \hspace{1cm} (2)

For the $s_0$ and $r_0$ spectral coefficients [22]:

$$a_0 + b_0 = 2^n$$  \hspace{1cm} (3)

as $c_0$ and $d_0$ are both zero.

The relationships between spectra $R$ and $S$ are as follows [23]:

$$r_0 = \frac{1}{2} (2^n - s_0)$$  \hspace{1cm} (4)

and [23]

$$r_I = -\frac{1}{2} s_I$$  \hspace{1cm} (5)

when $I \neq 0$.

Accordingly, for incompletely specified Boolean functions having $n$ variables, the following formulas hold for all but the $s_0$ and $r_0$ spectral coefficient (when $I \neq 0$):

$$a_I + b_I + c_I + d_I + e_I + f_I = 2^n$$  \hspace{1cm} (6)

and

$$a_I + b_I + e_I = c_I + d_I + f_I = 2^{n-1}$$  \hspace{1cm} (7)

For the $s_0$ and $r_0$ spectral coefficients:

$$a_0 + b_0 + c_0 = 2^n$$  \hspace{1cm} (8)

as $c_0$, $d_0$, and $f_0$ are all zero.

Subsequently, (1)–(8) are used, where necessary, in order to derive different alternative expressions for spectral coefficients and the final formulas are presented.

The $s_0$ spectral coefficient for completely specified Boolean functions can be defined in the following alternative ways [22]:

$$s_0 = 2^n - 2a_0$$  \hspace{1cm} (9)

or

$$s_0 = 2b_0 - 2^n$$  \hspace{1cm} (10)

or [22]

$$s_0 = b_0 - a_0$$  \hspace{1cm} (11)

The $s_I$ spectral coefficients (when $I \neq 0$) for completely specified Boolean functions can be calculated according
to any of the following formulas:

\[ s_t = 2(a_t + d_t) - 2^n \]  
(12)

or

\[ s_t = 2^n - 2(b_t + c_t) \]  
(13)

or [22]

\[ s_t = 2(a_t - c_t) \]  
(14)

or

\[ s_t = 2(d_t - b_t) \]  
(15)

or [22]

\[ s_t = (a_t + d_t) - (b_t + c_t). \]  
(16)

Similarly, for completely specified Boolean functions having \( n \) variables, the \( r_t \) spectral coefficient can be defined in three ways from (9) to (11) by using (4). The \( r_t \) spectral coefficients (when \( I \neq 0 \)) for completely specified Boolean functions having \( n \) variables can be defined in five ways from (12) to (16) by using the relationship of (5).

Let us now expand our considerations for incompletely specified Boolean functions having \( n \) variables. Then, the \( s_0 \) spectral coefficient can be defined in the following alternative ways:

\[ s_0 = 2^n - 2a_0 - e_0 \]  
(17)

or

\[ s_0 = 2b_0 + e_0 - 2^n \]  
(18)

or

\[ s_0 = b_0 - a_0 \]  
(19)

The \( s_t \) spectral coefficients (when \( I \neq 0 \)) for incompletely specified Boolean functions can be calculated according to the following formulas:

\[ s_t = 2(a_t + d_t) + e_t + f_t - 2^n \]  
(20)

or

\[ s_t = 2^n - 2(b_t + c_t) - (e_t + f_t) \]  
(21)

or

\[ s_t = 2(a_t - c_t) + e_t - f_t \]  
(22)

or

\[ s_t = 2(d_t - b_t) + f_t - e_t \]  
(23)

or

\[ s_t = (a_t + d_t) - (b_t + c_t). \]  
(24)

Similarly, for incompletely specified Boolean functions having \( n \) variables, the \( r_t \) spectral coefficient can be defined in three ways from (17) to (19) by using (4). The \( r_t \) spectral coefficients (when \( I \neq 0 \)) for completely specified Boolean functions having \( n \) variables can be defined in five ways from (20) to (24) by using the relationship of (5).

At this point, it is interesting to note the following properties of the above equations. First, (4) and (5) are valid for spectra calculated for both completely and incompletely specified Boolean functions. Secondly, (11) and (19) for the calculation of the direct current \( (s_0) \) and the corresponding formulas for the calculation of the \( r_t \) coefficient are exactly the same for both completely and incompletely specified Boolean functions. The same phenomenon occurs in (16) and (24) and in the corresponding formulas for the calculation of \( r_t \) (when \( I \neq 0 \)) spectral coefficients. A number of don't care minterms \( e_t \) and \( f_t \) are eliminated from these formulas. Of course, this does not mean that the spectral coefficients for an incompletely specified Boolean function do not depend on the number of don't care minterms. They do, but this dependence is included in (6)-(8).

**Example 1:** As a numerical example, consider a four-variable incompletely specified Boolean function for which all standard trivial functions and values of all corresponding \( a_t, d_t, \) and \( f_t \) are shown in Fig. 1. According to (17) and (20), the \( s_t \) spectral coefficients for this function are as follows:

\[ s_0 = 16 - 24 + 1 = -9, \quad s_1 = 18 + 1 - 16 = 3 \]
\[ s_2 = 22 + 1 - 16 = 7, \quad s_3 = 18 + 1 - 16 = 3 \]
\[ s_4 = 14 + 1 - 16 = -1, \quad s_{17} = 18 + 1 - 16 = 3 \]
\[ s_{13} = 14 + 1 - 16 = -1, \quad s_{14} = 18 + 1 - 16 = 3 \]
\[ s_{23} = 18 + 1 - 16 = 3, \quad s_{24} = 14 + 1 - 16 = -1 \]
\[ s_{34} = 10 + 1 - 16 = -5, \quad s_{123} = 14 + 1 - 16 = -1, \quad s_{124} = 18 + 1 - 16 = 3 \]
\[ s_{134} = 14 + 1 - 16 = -1, \quad s_{234} = 10 + 1 - 16 = -5, \quad s_{1234} = 14 + 1 - 16 = -1. \]

As can be seen from the above example, the first method can generate spectral coefficients in any ordering of Walsh functions or only some subset of them.

The relations that have been determined in this section allow for the derivation of many properties of spectral coefficients that are important in their applications to the analysis and synthesis of logical circuits. The next section describes the classical approach to the calculation of spectra of Boolean functions. For illustration, instead of Fast Walsh Transform, the matrix multiplication method is presented. The advantages of introduced algorithm over Fast Transforms are shown. All essential terms and properties of the Rademacher–Walsh \( S \) and \( R \) spectra are included.

**III. Basic Properties of Rademacher–Walsh Spectrum**

The Rademacher–Walsh spectra \( S \) and \( R \) of an \( n \)-variable Boolean function are alternative canonical representations of the Boolean function. Other related canonical descrip-
transformations of Boolean functions are the Adding and Arithmetic forms [14] and the Reed–Muller from [4], [17], [20]. The latter form, however, is a canonical representation of only completely specified Boolean functions.

The Rademacher–Walsh spectrum \( S \) is formed as the product of a \( 2^n \times 2^n \) Rademacher–Walsh matrix \( T \) and a \( 2^n \) vector representation \( M \) of a Boolean function \( F \). When the Boolean function is represented as a truth table of all minterms, \( M \) will be either the \((+1, -1)\) vector representation of the truth table for a completely specified Boolean function, or the \((+1, 0, -1)\) vector representation of the truth table for an incompletely specified Boolean function [1], [22], [23], [25], [26], [34]. In the coding scheme the conventional \((0, 1, -)\) values (false, true and don’t care minterms) correspond to \((+1, -1, 0)\) codings, respectively ("--" stands for "don’t care"). This type of coding of the truth vector is called the \( S \) coding, and the coded truth vector is denoted by \( M \). The values of the minterms in the original truth vector and the coded vector \( M \) are ordered according to the straight binary code (SBC) of variables describing these minterms. For example, the first entry in the vector is the logical value of the minterm that is described by all negated variables of a Boolean function (minterm 0), the second entry in the truth vector is the logical value of the second minterm that is described by all negated variables except \( x_1 \) (minterm 1, the least significant bit of SBC = 1), etc. The Rademacher–Walsh matrix \( T \) represents the Walsh functions in Rademacher ordering. The rules for recursive generation of such matrices are described in [25].

The Rademacher–Walsh spectrum \( R \) results from another coding of the truth table of a Boolean function in which the conventional \((0, 1, -)\) values correspond to \((0, 1, 0.5)\). This Rademacher–Walsh spectrum is called the \( R \) spectrum, and this type of coding is called the \( R \) coding. The relationships between the spectral coefficients of the \( S \) and \( R \) spectra were given in the previous section.

Besides the matrix method presented here, recursive algorithms, data flow-graph methods, and parallel calculations similar to the Fast Fourier Transform have also been used to calculate the Rademacher–Walsh and other related transforms [1], [23], [26], [54]. All the methods mentioned reduce the necessary number of calculations from \( n \times n \) to \( n \times \log_2 n \), but still require an excessive computer memory. They also have some undesirable properties, discussed mainly in Section X, that are overcome by using the second spectrum calculation method introduced here.

The principal properties of the coefficients of the \( S \) spectrum for completely specified Boolean functions for the four well-known Walsh-type transform matrices are shown below according to [1], [9], [22], [23], [25], [26]. The Properties 3.7, 3.9, 3.10, 3.13, and 3.17 are new.

3.1) The transform matrix of each ordering of the Walsh functions is complete and orthogonal; therefore, there is no information lost in the \( S \) and \( R \) spectra concerning the minterms of the Boolean function \( F \).

3.2) Only the Hadamard–Walsh matrix describing the Hadamard–Walsh transform has the recursive Kronecker product structure. Other possible variants of the Walsh transforms, described by the corresponding matrices, are known in the literature as the Walsh–Kaczmarz, Rademacher–Walsh, and Walsh–Paley transforms.

3.3) Only the Rademacher–Walsh matrix is not symmetric; all other variants of Walsh matrices are symmetric, so that, disregarding a scaling factor, the same matrix can be used for both the forward and inverse transform operations.

3.4) Each spectral coefficient \( s_j \) or \( r_j \) is described by its order, subindexes and magnitude. The order of the spectral coefficient is equal to the number of subindexes, and the subindexes are the subscripts of all variables of a standard trivial function corresponding to the coefficient. The magnitude of a spectral coefficient is its value. In the sequel, \( i, j, \) and \( k \) denote subindexes, and the order is denoted by \( o \).

3.5) When the classical matrix multiplication method is used to generate the spectral coefficients for different Walsh transforms (different \( T \) matrices represent different Walsh functions with different orderings), the only difference in the result is the ordering of the spectral coefficients. The coded vector \( M \) corresponding to the original truth vector of a Boolean function is the same for all orderings of Walsh functions. The values of the coefficients \( s_j \) and \( r_j \) with the same subindexes are the same for every ordering of Walsh transforms.

3.6) Each spectral coefficient (either \( s_j \) or \( r_j \)) gives a correlation value between the Boolean function \( F \) and a standard trivial function \( U \) corresponding to the coefficient. The standard trivial functions for the spectral coefficients are, respectively: for the dc coefficients (direct current coefficients) \( s_0 \) or \( r_0 \), the universe of the Boolean function \( F \) denoted by \( u_o \); for the first order coefficients \( s_1 \) or \( r_1 (I = i, i \neq 0) \), the variable \( x_i \) of the Boolean function \( F \) denoted by \( u_i \); for the second order coefficients \( s_j \) or \( r_1 (I = ij, i \neq 0, j \neq 0, i \neq j) \), the Exclusive-or function between variables \( x_i \) and \( x_j \) of the Boolean function \( F \) denoted by \( u_{ij} \); for the third-order coefficients \( s_k \) or \( r_1 (I = ijk, i \neq 0, j \neq 0, k \neq 0, i \neq j, i \neq k, j \neq k) \), the Exclusive-or function between variables \( x_i \), \( x_j \), and \( x_k \) of the Boolean function \( F \) denoted by \( u_{ijk} \), etc.

3.7) The number of spectral coefficients of \( j \)th order is equal to \( C_n^j \), where \( n \) is the number of variables of a Boolean function.

3.8) For a completely specified Boolean function the maximal value of any individual spectral coeffi-
3.12) When, for more than half of the spectral coefficients $s_j$ is $+2^n$ and the minimal value is $-2^n$. These values occur when the Boolean function $F$ is equal to either a standard trivial function $u_i$ (sign $+$) for the maximal value or to its complement (sign $-$) for the minimal one. In either case, all the remaining spectral coefficients have zero values because of the orthogonality of the transform matrix $T$.

3.9) The maximal value of any spectral coefficient $r_j$ except $r_0$ is $+2^{n-1}$ and will result when the Boolean function $F$ is equal to complement of a standard trivial function $u_i$. The minimal value is $-2^{n-1}$ and will result when $F$ is equal to a standard trivial function $u_i$. In either case, all the remaining spectral coefficients have zero values because of orthogonality of the transform matrix $T$.

3.10) For an incompletely specified Boolean function the maximal value of any individual spectral coefficient $s_j$ is $+2^n - 1$ and the minimal one is $-2^n + 1$. These occur when the Boolean function $F$ is equal to either a standard trivial function for the maximal value of $s_j$ or to its complement for the minimal value, in all but one minterm.

3.11) The maximal value of the $r_0$ spectral coefficient is $+2^n$ and will result when the Boolean function $F$ is a tautology. The minimal value is $-2^n$ and will result when $F$ is equal to the complement of the tautology. The tautology is the logical function for which all the minterms are true.

3.12) When, for more than half of the spectral coefficients of any completely specified Boolean function $F$, the majority of the minterms have the same logical values as the minterms of standard trivial functions, the sum of all of the coefficients of the $S$ spectrum has a maximum value equal to $+2^n$. When, for more than half of the spectral coefficients, the majority of minterms of $F$ have the complemented logical values to the minterms of standard trivial functions, the sum of all of the coefficients of the $S$ spectrum has a minimal value equal to $-2^n$.

3.13) For any incompletely specified Boolean function the sum of all the coefficients of the $S$ spectrum has a maximal value of $+2^n - 1$ and a minimal value of $-2^n + 1$. The maximal or minimal value happens when the Boolean function has exactly one don’t care minterm and all the spectral coefficients follow the rule found in Property 3.12.

3.14) With the exception of $u_0$, every standard trivial function $u_i$ corresponding to an $n$ variable Boolean function $F$ has the same number of true and false minterms. That number is equal to $2^{n-1}$.

3.15) For each true minterm the coefficients from the spectrum $S$ are $s_q = 2^n - 2$, and all remaining $2^n - 1$ spectral coefficients $s_j$ are equal to $\pm 2$. The calculation of the Rademacher–Walsh $S$ spectrum is used. One can notice easily that the first entry in the vector $s_I$ represents the values of spectral coefficients independently from the shape of the truth vector $M$.

3.17) For each don’t care minterm the coefficients from the spectrum $S$ are $s_q = 2^n - 1$, and all remaining $2^n - 1$ spectral coefficients $s_j$ are equal to $\pm 1$. The method for choosing the signs of spectral coefficients is defined in Section V (Properties 5.6–5.8).

The method for choosing the signs of spectral coefficients is defined in Section V (Properties 5.6–5.8).

**Example 2:** An example of the calculation of Rademacher–Walsh spectrum $S$ of a four-variable incompletely specified Boolean function is shown in Fig. 2. The matrix $T$ describes the discrete Walsh functions in Rademacher ordering. The coding truth vector $M$ represents the values of minterms of a Boolean function in the $S$ coding. In this example, the function from Fig. 1 is used. One can notice easily that the first entry in the vector $M$ has value 0 since it corresponds to the logical value don’t care of the minterm described by all variables negated on Karnaugh maps from Fig. 1. Since the Boolean function has only one don’t care minterm, all other entries in the vector $M$ are either $+1$ or $-1$. The obtained spectrum is exactly the same as the one obtained by the first method.

The second new method of calculating spectral coefficients of Boolean functions described in this article needs the representation of Boolean functions in the form of arrays of disjoint cubes. The method gives the correct values of spectral coefficients independently from the shape and size of disjoint cubes in the array of cubes as long as all the minterms of the function are covered only once by a cube. The next section describes the algorithm that generates this kind of representation of Boolean functions.

**IV. Algorithm to Generate Disjoint Cubes**

The calculation time for the Rademacher–Walsh spectrum increases linearly with the number of disjoint cubes. Thus, the determination of a quasi-minimal number of
cubes in the disjoint cube representation of a Boolean function is crucial for the effective calculation of its spectrum.

Several algorithms for the generation of arrays of disjoint on- and dc-cubes (if any) or an array of disjoint off-cubes were described and used in PALMII [39], UMINII [3], EXORCISM [19], EXORCISM-MV [41], and ESPRESSO [2]. Here the algorithm and its implementation as described in [17] and [18] are improved. The random ordering of the cubes is replaced by an array of cubes in which the cubes are sorted according to their size. The sorting can be performed in a short computation time by using a skip list [43] to determine the relative sizes of cubes. Thus, the new algorithm (Algorithm 1) compares the largest cube with all others, starting from the smallest one. In the next step, the second largest cube is taken and compared to all smaller ones, etc. As a last step of the algorithm, the cubes are merged, where possible, to obtain a smaller total number of disjoint cubes. When the new algorithm is applied to a system of Boolean functions it always tries to minimize the total number of disjoint cubes describing the functions in the system.

Example 3: The new algorithm is applied to the function for Example 1 and [18]. The steps of the execution are illustrated in Fig. 3.

A “+” in the array of cubes indicates that the disjoint sharp operation (#) [7], [46] has to be performed between those two cubes. If the two chosen cubes in Fig. 3(d) are in a different order, the result cannot be merged to a smaller number of cubes. In order to find the optimal solution in every case, a branching for each sharp operation would be necessary, but is not implemented in our algorithm.

In Table I the new algorithm is compared to the option -Disjoint of ESPRESSO [2]. The functions shown in Table I have been taken from the MCNC benchmarks. The functions have been minimized by ESPRESSO before calculating their disjoint representation. The execution time for our algorithm was always less than one second, while ESPRESSO took up to 300 s (b12).

The second and third columns of Table I give the number of input/output variables of the MCNC benchmark functions, listed in the first column. The fourth column gives the number of disjoint cubes obtained by ESPRESSO using the -Disjoint option. The right column shows the number of disjoint cubes obtained by our algorithm. The number of disjoint cubes obtained by our program is usually better than the ones obtained by ESPRESSO.

The next two sections describe the properties used to develop the computer method for generating the Rademacher-Walsh spectra for completely and incompletely specified Boolean functions (Section V) and for systems of completely and incompletely specified Boolean functions (Section VI).

V. AN ARRAY METHOD FOR THE CALCULATION OF SPECTRUM OF A BOOLEAN FUNCTION

An algorithm already exists for calculating spectral coefficients for completely specified Boolean functions directly from a sum-of-products Boolean expression [23], [35]. When the implicants are not mutually disjoint, this algorithm requires an additional correction to calculate the exact values of spectral coefficients for minterms of Boolean function $F$ that are included more than once in some implicants. By using a representation of a Boolean function in the form of an array of disjoint cubes one can apply the existing algorithm without having to perform correction operations because for an array of disjoint cubes as input data the exact values of spectral coefficients can be calculated immediately. Here the extension of the algorithm to incompletely specified Boolean function is proposed.

In what follows the properties of the existing algorithm are rewritten in notation corresponding to our representation of Boolean functions with $n$ variables in the form of arrays of disjoint cubes. This is the first time all the properties describing incompletely specified Boolean functions have been presented.

Definition 1: The cube of degree $m$ is a cube that has $m$ literals that can be either in affirmation or negation (i.e., $m$ is equal to the number of zeros and ones in the description of a cube). Let symbol $p$ denote the number of $X$'s in the cube and let $n$ denote the number of variables of a Boolean function. Then, $n = m + p$.

Example 4: Consider the cube 1X 00. It is a cube of degree 3 since three of the literals describing this cube are either in affirmation ($x_1$) or negation ($x_3$ and $x_4$). The cube does not depend on literal $x_2$.

Definition 2: The partial spectral coefficient of an on- or dc-cube with degree $m$ of a Boolean function $F$ is equal to the value of the spectral coefficient that corresponds to the contribution of this cube to the full $n$-space spectrum of the Boolean function $F$. The number of partial spectral coefficients $npsc$ describing the Boolean function $F$ is equal to the number of on- and dc-cubes describing this function.

Example 5: Consider Table II as representing the array method of calculating spectral coefficients. The considered array of disjoint cubes is the result of Example 3.
Each row in this table shows the partial spectral coefficients of either ON- or DC-cubes of a Boolean function. The function in the example has four partial spectra, which is equal to the number of disjoint ON- and DC-cubes describing this function (npsc = 4).

Suppose arrays of disjoint ON- and DC-cubes that fully define Boolean function $F$ are given. Then each cube of degree $m$ can be treated as a minterm within its particular reduced $m$-space of function $F$. Let us recall that the spectrum of each true minterm is given by $s_0 = 2^m - 2$, and all remaining $2^m - 1$ coefficients are equal to $\pm 2$ (Property 3.15). Similarly, the spectrum of each don’t care minterm is equal to the number of disjoint ON- and DC-cubes describing this function.

Consider Table II again. The value of partial spectral coefficient $s_{0}$ corresponding to the ON-cube X1XX (n = 4, p = 1) is equal to $2^4 - 2 \times 2^1 = 12$ according to (25). The absolute values of those partial spectral coefficients $s_1$ that are not equal to zero are calculated according to (26) and are equal to $2 \times 2^1 = 4$.

The value of partial spectral coefficient $s_{0}$ corresponding to the DC-cube 0000 (n = 4, p = 0) is equal to $2^4 - 2^0 = 7$ according to (27). The absolute values of those partial spectral coefficients $s_1$ that are not equal to zero are calculated according to (28) and are equal to $1 \times 2^1 = 1$.

The following properties determine which partial spectral coefficients have values zero for an ON- or DC-cube of the degree $m$.

5.1) The contribution of an ON-cube of degree $m$ to the full $n$-space spectrum of function $F$ (where $n$ is the number of variables in the function $F$) is related as follows:

$$s_0 \text{ in full n-space } = 2^n - 2 \times 2^p$$

and

$$s_I \text{ in full n-space } = s_I \text{ in m-space } \times 2^p$$

where $I \neq 0$.

5.2) The contribution of a DC-cube of degree $m$ to the full $n$-space spectrum of function $F$ is related as follows:

$$s_{DC} \text{ in full n-space } = 2^{n-1} - 2^p$$

and

$$s_{DC} \text{ in full n-space } = s_{DC} \text{ in m-space } \times 2^p$$

where $I \neq 0$.

Notice that when the above formulas are applied to minterms (i.e., for $m = n$, and $p = 0$) they reduce to Properties 3.15 and 3.17. The contribution of a DC-cube of degree $m$ is equal to one half of the contribution of an ON-cube that has the same degree $m$. Moreover, the contribution of ON- or DC-cubes of degree $m$ to the full $n$-space spectrum of function $F$ can be expressed for $s_0$ as the absolute value of the sum of all negative spectral coefficients corresponding to these cubes.

Equations (26) and (28) determine the absolute values of those partial spectral coefficients $s_j$ that are not equal to zero for a given cube. Properties 5.3-5.5 determine the signs of the partial spectral coefficients, and whether some of them are equal to zero.

Example 6: Consider Table II again. The value of partial spectral coefficient $s_3$ corresponding to the ON-cube 1000 (n = 4, p = 1) is equal to $2^4 - 2 \times 2^1 = 12$ according to (25). The absolute values of those partial spectral coefficients $s_1$ that are not equal to zero are calculated according to (26) and are equal to $2 \times 2^1 = 4$.

The value of partial spectral coefficient $s_0$ corresponding to the DC-cube 0000 (n = 4, p = 0) is equal to $2^4 - 2^0 = 7$ according to (27). The absolute values of those partial spectral coefficients $s_1$ that are not equal to zero are calculated according to (28) and are equal to $1 \times 2^1 = 1$.

The following properties determine which partial spectral coefficients have values zero for an ON- or DC-cube of the degree $m$.

5.3) If in a given cube the $x_i$ variable of a Boolean function is denoted by the symbol "X," then all of the partial spectral coefficients $s_j$ whose indexes $I$ contain the subindex $i$ are equal to 0.

5.4) If in a given cube each of the variables of a Boolean function $x_i, x_j, x_k$, etc., from the complete set of all variables of the function is denoted by symbol "X," then every partial spectral coefficient $s_I$ whose index $I$ contains the subindexes $i, j, k$, etc., is equal to 0.

5.5) For an ON- or DC-cube of the degree $m$ the number of nonzero partial spectral coefficients is equal to $2^n - 2^p$, except for $p = n - 1$ when there is only one nonzero partial spectral coefficient.

Example 7: Consider Table II again. The variable $x_3$ is denoted by symbol X in the cube X1XX. Then, by Property 5.3, the values of all partial spectral coefficients with subindex 3 are equal to zero. Therefore, $s_3 = s_{13} = s_{23} = s_{34} = s_{123} = s_{134} = s_{234} = 0$. For this cube, by Property 5.5, the number of partial spectral coefficients different from zero is equal to $2^{4-1} = 8$.

The cube X1XX has three variables denoted by the X symbols: $x_1, x_3, \text{and } x_4$. Therefore, by Property 5.4 and Property 5.5, only the partial spectral coefficient $s_2$ is different from zero.

The following properties describe the signs of each partial spectral coefficient $s_j$, where $I \neq 0$, and are valid for ON- and DC-cubes of any degree:

**TABLE II**

<table>
<thead>
<tr>
<th>$x_1 x_2 x_3$</th>
<th>$s_0$</th>
<th>$s_1$</th>
<th>$s_2$</th>
<th>$s_3$</th>
<th>$s_4$</th>
<th>$s_{12}$</th>
<th>$s_{13}$</th>
<th>$s_{14}$</th>
<th>$s_{23}$</th>
<th>$s_{24}$</th>
<th>$s_{34}$</th>
<th>$s_{123}$</th>
<th>$s_{124}$</th>
<th>$s_{134}$</th>
<th>$s_{143}$</th>
<th>$s_{234}$</th>
<th>$s_{243}$</th>
<th>$s_{343}$</th>
<th>$s_{1234}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1XX DateTime</td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X011 DateTime</td>
<td>12</td>
<td>0</td>
<td>-4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10X0 DateTime</td>
<td>12</td>
<td>4</td>
<td>-4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0000 DC</td>
<td>7</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
</tbody>
</table>
5.6) If in a given cube the \( x_i \) variable of a Boolean function is in affirmation, then the sign of the corresponding first-order coefficient is positive; otherwise for a variable that is in negation, the sign of the corresponding first-order coefficient is negative. If in a given cube the \( x_i \) variable of a Boolean function is in affirmation, then the sign of the corresponding first-order coefficient is positive; otherwise for a variable that is in negation, the sign of the corresponding first-order coefficient is negative.

5.7) The signs of all even-order coefficients are given by multiplying the signs of the related first-order coefficients by \(-1\).

5.8) The signs of all odd-order coefficients are given by multiplying the signs of the related first-order coefficients.

Example 8: Consider Table II again. In the ON-cube 10X0 the variable \( x_1 \) is in affirmation, while the variables \( x_2 \) and \( x_4 \) are in negation. Therefore, by Property 5.4 the sign of the partial spectral coefficient \( s_1 \) is positive and the signs of partial spectral coefficients \( s_2 \) and \( s_4 \) are negative.

The signs of second-order coefficients are determined by Property 5.7. The sign of the even-order partial spectral coefficient \( s_{12} \) of cube 10X0 is positive, since the sign is determined by the product of the related first-order coefficients, \( s_1 \) and \( s_2 \), times \(-1\), i.e., \((-1) \times 1 \times (-1) = 1\).

The signs of the third-order coefficients are determined by Property 5.8. The signs of the partial spectral coefficient \( s_{124} \) of the same cube is positive since it is determined according to Property 5.8 as the product of the related first-order coefficients, \( s_1 \), \( s_2 \), and \( s_4 \) and the result is \( 1 \times (-1) \times (-1) = 1 \).

The algorithm is as follows:

Algorithm 2: Calculation of spectral coefficients for completely and incompletely specified Boolean functions.

1. For each ON- and DC-cube of degree \( m \), calculate the value and sign of the contribution of this cube to the full \( n \)-space spectrum according to the properties described previously.

2. The values of all spectral coefficients \( s_i \), except \( s_0 \), are equal to the sum of all of the contributions to the spectral coefficients from all ON- and DC-disjoint cubes from an array of cubes.

3. For a completely specified Boolean function the value of the DC spectral coefficient \( s_0 \) is equal to the sum of all of the partial spectral coefficients corresponding to all of the disjoint ON-cubes describing the function, plus the correction factor \((-k - 1) \times 2^n\) when \( k \) is the number of disjoint ON-cubes in the array of ON-cubes.

4. For an incompletely specified Boolean function the value of the DC spectral coefficient \( s_0 \) is equal to the sum of all of the partial spectral coefficients corresponding to all of the disjoint DC-cubes describing the function, plus the correction factor \(- (w - 1) \times 2^w\), where \( w \) is the number of disjoint cubes in the array of DC-cubes.

5. For an incompletely specified Boolean function the value of the DC spectral coefficient \( s_0 \) is equal to the sum of all of the partial spectral coefficients corresponding to all of the disjoint ON- and DC-disjoint cubes describing the function, plus the correction factor \((-k - 1) \times 2^n - w \times 2^n - 1\), where \( k \) is the number of disjoint ON-cubes, and \( w \) is the number of disjoint DC-cubes.

The correction factor \((-k - 1) \times 2^n\) compensates for the fact that the cubes over the complete \( n \)-space have been added \( k \) times during the calculation of the \( k \) partial spectral coefficients. A similar explanation applies to DC-cubes as well.

Of course, the algorithm can calculate each coefficient separately or in parallel. If some of the \( 2^n \) spectral coefficients are not needed for a particular application, then a reduced number of operations can be performed.

Example 9: An example of the calculation of the spectrum for the four-variable incompletely specified Boolean function is shown in Table II. The function in this example is the same as the one used in Examples 1, 2, and 3. Fig. 3 showed the stages of the execution of the algorithm generating disjoint cube representation for the same function. Fig. 3(f) showed the input data for the algorithm for this section. The array of disjoint cubes representing the function is repeated from Fig. 3(f) as the first column in Table II. The values and signs of all the partial spectral coefficients for this function are determined by Properties 5.1–5.8. The results of the application of these properties are shown for two cubes.

The spectral coefficients of the first ON-cube in Table II (cube 10X0 of degree \( m = 3 \)) are as follows:

1) within its own \( m \)-space, treated as a single minterm;

\[
\begin{align*}
  s_0 &= 0, \\
  s_1 &= 2, \\
  s_2 &= -2, \\
  s_3 &= 0
\end{align*}
\]

\[
\begin{align*}
  s_4 &= -2, \\
  s_{12} &= 2, \\
  s_{13} &= 0, \\
  s_{14} &= 2
\end{align*}
\]

\[
\begin{align*}
  s_{23} &= 0, \\
  s_{24} &= -2, \\
  s_{34} &= 0, \\
  s_{123} &= 0
\end{align*}
\]

\[
\begin{align*}
  s_{124} &= 2, \\
  s_{134} &= 0, \\
  s_{234} &= 0, \\
  s_{1234} &= 0
\end{align*}
\]

2) within the full \( n \)-space of Boolean function \( F \) (partial spectral coefficients);

\[
\begin{align*}
  s_0 &= 12, \\
  s_1 &= 4, \\
  s_2 &= -4, \\
  s_3 &= -4
\end{align*}
\]

\[
\begin{align*}
  s_4 &= 4, \\
  s_{14} &= 4, \\
  s_{24} &= -4, \\
  s_{124} &= 4.
\end{align*}
\]

On the other hand, the spectral coefficients of the DC-cube in Table II (cube 0000 of degree \( m = 4 \), i.e., single minterm) are as follows:

1) within its own \( m \)-space, treated as a single minterm;

\[
\begin{align*}
  s_0 &= 7, \\
  s_1 &= -1, \\
  s_2 &= -1, \\
  s_3 &= -1
\end{align*}
\]

\[
\begin{align*}
  s_4 &= -1, \\
  s_{12} &= -1, \\
  s_{13} &= -1, \\
  s_{14} &= -1
\end{align*}
\]
The calculation of a Walsh spectrum for a system of completely specified Boolean functions was presented in [25] for the $R$ coding. There, the calculation of the $R$ spectrum of a system of incompletely specified Boolean functions is considered, with the following restriction.

**Restriction 1:** When a system of incompletely specified Boolean functions has don’t care minterms, then all of the functions of the system have the same don’t care minterms (i.e., the same cells of Karnaugh maps are not specified in every function of the system).

The method presented in [25], however, has all the drawbacks of the classical approach of spectral methods since it uses matrix calculation methods.

In this section the representation of systems of Boolean functions with the above restriction on a system of incompletely specified Boolean functions is presented for the first time for $S$ coding. Since the method with the restriction is of little practical use, the representation of systems of incompletely specified Boolean functions that can have any don’t care minterms is introduced. When applied to a system of Boolean functions, the method still has all the advantages described in the previous section.

Let us assume that the functions in the system are in the order: $F[1], F[2], F[3], \ldots, F[b]$, where $b$ is the number of the functions in the system and the function $F[b]$ is on the rightmost position in the system. Then, for the system of completely specified Boolean functions and for the system of incompletely specified Boolean functions, with Restriction 1, the following properties hold:

6.1) The contribution of the spectrum of the function $F[i]$, $i = 1, 2, \ldots, b$ to the total spectrum of a system of Boolean functions $S_{TOT}$ is equal to the spectrum $S_{i}$ of the function $F[i]$ calculated by Algorithm 2, which in turn has to be modified by (29).

6.2) The total spectrum of a system of Boolean functions $S_{TOT}$ is equal to the sum of all the modified spectra of all the Boolean functions in the system.

The contribution of the spectrum of the “$i$th” function $F[i]$ to the total spectrum of a system of $b$ Boolean functions is denoted in (29) by $S_{i}^{*}$, and the spectrum of the “$i$th” function calculated by Algorithm 1 is denoted by $S_{i}^{*}$.

$$S_{i}^{*} = 2^{b-i} \times S_{i}^{*}.$$  \hspace{1cm} (29)

When the more general and practical case of a system of incompletely specified Boolean functions having arbitrary don’t care minterms is considered, the system has to be represented by two spectra—one corresponding to the don’t care minterms of the system, the second corresponding to the true minterms. The need for two separate spectra for a system of arbitrary incompletely specified Boolean functions arises from the properties of the Rademacher–Walsh matrix $T$. If Properties 6.1 and 6.2 were applied to don’t care and true minterms of an arbitrary system of incompletely specified Boolean functions,
then the original system of functions would not be retrieved when the inverse transform is applied. For example, the contribution of the don’t care minterm for the function \( F[b = 1] \) to the total spectrum of the system of Boolean functions would be, in a case of using both Properties 6.1 and 6.2, the same as the contribution of the true minterm of the function \( F[b] \). Therefore, Properties 6.1 and 6.2 can be applied to an arbitrary system of incompletely specified Boolean functions only after representing each of the functions in this system by two arrays of cubes: one containing only don’t cares minterms, the other containing only true minterms. The total spectrum has to be calculated for each of these arrays separately. Then, the system of incompletely specified Boolean functions should be processed by the following algorithm.

**Algorithm 3: Spectral coefficient calculation for a system of arbitrary incompletely specified Boolean functions:**

1. Represent each function in the system of Boolean functions by arrays of disjoint ON- and DC-cubes according to Algorithm 1.
2. Calculate the spectrum of an array of ON-cubes for each separate function \( F[i] \) according to Algorithm 2.
3. Calculate the total spectrum \( S_{TOTON} \) of the system by using Properties 6.1 and 6.2.
4. Calculate the spectrum of an array of DC-cubes of each separate function \( F[i] \) according to Algorithm 2.
5. Calculate the total spectrum \( S_{TODC} \) of the system by using Properties 6.1 and 6.2.

**Example 10:** An example of the calculation of spectra \( S_{TOTON} \) and \( S_{TODC} \) of a system of two incompletely specified Boolean functions \( (b = 2) \) having four variables is shown in Tables III and IV. The function \( F[2] \) in this example is the same as the one used in Examples 1, 2, 3, and 9. The function \( F[1] \) is taken from [13]. Both functions have no restriction in the choice of don’t care minterms, therefore Algorithm 3 has to be performed. The original functions are presented in Fig. 4(a) (function \( F[1] \)) and Fig. 4(d) (function \( F[2] \)). The sets of ON-cubes that describe ON-cubes is presented in Fig. 4(b) and Fig. 4(e). The sets of DC-cubes are shown in Fig. 4(c) and Fig. 4(f). The corresponding arrays of disjoint ON- and DC-cubes are generated by Algorithm 1 (step 1). The execution of the second step of Algorithm 3 for ON-cubes is shown in the first two rows of Table III. The modified value of the spectrum of function \( F[1] \) is shown in the third row of Table III (step 3). Since for the function \( F[2] \) the modified value of spectrum is equal to the original one then this value is not repeated in the table. The total spectrum \( S_{TOTON} \) of this system of functions is the sum of rows one and three and is shown in the bottom row of Table III.

The execution of the fourth step of Algorithm 3 is shown in the first two rows of the Table IV. The modified value of the spectrum of function \( F[1] \) is shown in the third row of Table IV (step 5). Since for the function \( F[2] \) the modified value of spectrum is equal to the original one, this value is not repeated in the table. The total spectrum \( S_{TODC} \) of this system of functions is the sum of rows one and three and is shown in the bottom row of Table IV.

A system of completely specified Boolean functions or incompletely specified Boolean functions with Restriction

---

**TABLE III**

<table>
<thead>
<tr>
<th>( S_0 )</th>
<th>( S_1 )</th>
<th>( S_2 )</th>
<th>( S_3 )</th>
<th>( S_{12} )</th>
<th>( S_{13} )</th>
<th>( S_{14} )</th>
<th>( S_{23} )</th>
<th>( S_{24} )</th>
<th>( S_{34} )</th>
<th>( S_{123} )</th>
<th>( S_{124} )</th>
<th>( S_{134} )</th>
<th>( S_{234} )</th>
<th>( S_{1234} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_{I1} )</td>
<td>(-10)</td>
<td>(2)</td>
<td>(-6)</td>
<td>(2)</td>
<td>(-6)</td>
<td>(2)</td>
<td>(-6)</td>
<td>(2)</td>
<td>(-6)</td>
<td>(2)</td>
<td>(-6)</td>
<td>(2)</td>
<td>(-6)</td>
<td>(2)</td>
</tr>
<tr>
<td>( S_{I2} )</td>
<td>(6)</td>
<td>(-2)</td>
<td>(-2)</td>
<td>(2)</td>
<td>(-6)</td>
<td>(6)</td>
<td>(-2)</td>
<td>(2)</td>
<td>(-6)</td>
<td>(4)</td>
<td>(-6)</td>
<td>(4)</td>
<td>(-6)</td>
<td>(4)</td>
</tr>
<tr>
<td>( S_{I3} )</td>
<td>(12)</td>
<td>(4)</td>
<td>(-4)</td>
<td>(4)</td>
<td>(-4)</td>
<td>(4)</td>
<td>(-4)</td>
<td>(4)</td>
<td>(-4)</td>
<td>(4)</td>
<td>(-4)</td>
<td>(4)</td>
<td>(-4)</td>
<td>(4)</td>
</tr>
<tr>
<td>( S_{TOTON} )</td>
<td>(2)</td>
<td>(6)</td>
<td>(-2)</td>
<td>(2)</td>
<td>(-6)</td>
<td>(4)</td>
<td>(-2)</td>
<td>(2)</td>
<td>(-6)</td>
<td>(2)</td>
<td>(-6)</td>
<td>(4)</td>
<td>(-2)</td>
<td>(2)</td>
</tr>
</tbody>
</table>

**TABLE IV**

<table>
<thead>
<tr>
<th>( S_0 )</th>
<th>( S_1 )</th>
<th>( S_2 )</th>
<th>( S_3 )</th>
<th>( S_{12} )</th>
<th>( S_{13} )</th>
<th>( S_{14} )</th>
<th>( S_{23} )</th>
<th>( S_{24} )</th>
<th>( S_{34} )</th>
<th>( S_{123} )</th>
<th>( S_{124} )</th>
<th>( S_{134} )</th>
<th>( S_{234} )</th>
<th>( S_{1234} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_{I1} )</td>
<td>(7)</td>
<td>(-1)</td>
<td>(-1)</td>
<td>(-1)</td>
<td>(-1)</td>
<td>(-1)</td>
<td>(-1)</td>
<td>(-1)</td>
<td>(-1)</td>
<td>(-1)</td>
<td>(-1)</td>
<td>(-1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( S_{I2} )</td>
<td>(6)</td>
<td>(0)</td>
<td>(2)</td>
<td>(2)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( S_{I3} )</td>
<td>(12)</td>
<td>(0)</td>
<td>(4)</td>
<td>(4)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( S_{TOTDC} )</td>
<td>(19)</td>
<td>(-1)</td>
<td>(3)</td>
<td>(3)</td>
<td>(-1)</td>
<td>(-1)</td>
<td>(-1)</td>
<td>(-5)</td>
<td>(-5)</td>
<td>(-1)</td>
<td>(-1)</td>
<td>(3)</td>
<td>(-1)</td>
<td></td>
</tr>
</tbody>
</table>

![Fig. 4. Incompletely specified Boolean functions \( F[1] \) and \( F[2] \).](image-url)
1 can be represented by one spectrum. For this, Algorithm 3 can be simplified to Algorithm 4.

Algorithm 4: Spectral coefficients calculation for a system of an incompletely specified Boolean functions (with Restriction 1) or a system of completely specified Boolean functions.

1) Represent each function in the system of Boolean functions by arrays of disjoint ON- and DC-cubes according to Algorithm 1.
2) Calculate the spectrum of each separate function \( F[i] \) according to Algorithm 2.
3) Calculate the total spectrum \( S_{TOT} \) of the system by using Properties 6.1 and 6.2.

VII. IMPLEMENTATION OF THE ALGORITHM FOR THE CALCULATION OF THE WALSH TRANSFORM

The main problem of the implementation of the algorithm for the Walsh transform is the memory requirement for storing the whole spectrum. For an \( n \)-variable Boolean function the spectrum \( S \) has \( 2^n \) coefficients. Up to now, all other algorithms known to the authors have to keep the complete \( 2^n \) values of the spectral coefficients in the main computer memory. Thus, only Boolean functions with up to 18-20 literals could be processed [54]. Therefore, we have designed several algorithms for the generation of the spectral coefficients that do not keep all the coefficients in the computer memory at the same time. Since the trade-off exists between the execution speed and the area of the required memory, the concept of the transfer of control among the algorithms has been introduced. The user's options and the cooperation among the algorithms are shown in Fig. 5. The dashed arrows denote the options that can be selected by the user, while the continuous arrows denote the transfer of the control among the algorithms.

First, the user can choose options from one of three generations: of the Whole Spectrum, of Certain Orders of Coefficients (recall the definition of the order from Property 3.4), or of Some Spectral Coefficient. When the option of Some Spectral Coefficient is chosen, the coefficients are generated directly from the cubes. In the other cases, the user has to choose whether the orders of coefficients should be generated according to Algorithm A1 or A2. Then the program tries to allocate the necessary memory space for the required number of spectral coefficients \( nc \) according to the chosen algorithm. The value of \( nc \) is calculated by the formulas shown in Fig. 5, where \( n \) denotes the number of input variables of a Boolean function, and \( o \) the current order of coefficients. When the memory allocation fails then the successive algorithm having smaller memory requirements is automatically chosen (transition from Algorithm A1 through A2 till A2 or from Algorithm A2 to A3). When the coefficients of the next order are going to be generated the transition from Algorithm A3 to A2 is always possible and always tried by the program. The transition from Algorithm A2 to A1 is tried only if the Previous Order option has been chosen.

A. Algorithm A1: To Generate Indexes from the Previous Order

Algorithm A1 is optimized for the case when there are many cubes having many DC literals. This algorithm has to store in the memory two adjacent orders of spectral coefficients and the corresponding indexes due to the generation of the current order from the previous order.

The main part of Algorithm A1 is the generation of the indexes for the next order of spectral coefficients, since coefficients are generated in the Rademacher ordering. This part of the algorithm takes only such indexes of the previous orders for which the MSB (Most Significant Bit) is equal to 0, shift them to the left, and adds one. Next the part of the new order just generated is shifted again to the left, with the above restriction still valid. Thus, the next block is created. The procedure continues until the last index is generated. The details of the implementation of this procedure are described below.

Procedure: Generation of the indexes from the previous order:

1. do for indexes of the whole previous order
   if (MSB of index is 0)
      then: shift index to the left and add 1.
   else: go to next index.
2. do for each new generated block
   if (MSB of index is 0)
      then: shift index to the left.
   else: go to next index.

An example of this procedure is shown in Fig. 6. It is assumed, that the cubes have 5 literals and therefore the length of required indexes is also 5. The indexes of the third-order coefficients are generated from the second order. The circled areas mark the indexes having the MSB's equal to 0 on which the operations described by arrows are executed. Since \( \left( \frac{5}{2} \right) \) is equal to \( \left( \frac{5}{2} \right) \), then the number of indexes of the second and third orders is equal to 10.
In the next part of Algorithm A1, the values of the spectral coefficients are generated by comparing the indexes to the cubes. To speed up the comparison (i.e., checking if the index of the spectral coefficient coincides with the cube), the notation of the currently processed cube is changed. The data about the cube is stored in two long variables: \( \text{valuex} \) and \( \text{value0} \). The idea of the new notation is to make it the same as the notation for the indexes. In the variable \( \text{valuex} \), 1s are stored only at the positions where the cube has X's; otherwise the pattern is filled with 0's. In the variable \( \text{value0} \), 0's are stored at the positions where the cube has Os, otherwise the pattern is filled with 1s. If the intersection between the index of the spectral coefficient and the variable \( \text{valuex} \) is not empty, the value of the spectral coefficient must be zero. In the other case, the number of 1's in the intersection of the index of the spectral coefficient and the complement of the variable \( \text{value0} \) determines the sign of the value of the spectral coefficient.

Example 11: In Fig. 7, the \( \text{valuex} \) and the \( \text{value0} \) are shown for a certain cube. Because the intersection of \( \text{valuex} \) and the index is empty, the intersection between the index and the complement of \( \text{value0} \) has to be performed. Since the result of the second intersection has an odd number of 1s and the fifth order is odd, the sign of this coefficient \( (s_{14}) \) has to be minus.

B. Algorithm A2: To Generate Indexes from the First Order

Algorithm A2 is faster for the case when the cubes in the array have a small number of dc literals. It is a recursive algorithm to generate the indexes and values of the spectral coefficients of one order. The number of levels of recursions of the procedure is equal to the number of the current order. Each level of recursion changes one subindex (see the definition of a subindex in Property 3.4) of the index.

Example 12: This example demonstrates how the indexes of the third order for cubes with five literals are being generated. The indexes of the third order are determined by all permutations of three out of the five indexes from the first order (Fig. 8).

Let us assume that the three variables \( i[1], i[2], \) and \( i[3] \) hold the three subindexes of an index \( I \) of the third order spectral coefficient for some cube (e.g., \( s_{124} \rightarrow i[1] := 1, i[2] := 2, i[3] := 4 \)). The numbers 1, 2, and 3 of \( i[] \) indicate the level of the recursive procedure. Because the value of the spectral coefficient is the same as the values in the first order, only its sign has to be determined. It is calculated by multiplying the sign of the current spectral coefficient with the signs of the spectral coefficients of the first order, which are determined by the variables \( i[1], i[2], \) or \( i[3] \). When the recursive procedure reaches the third level or executes the loop in the third level, a new spectral coefficient (its index and value) is stored. When the procedure is entered for the first time, the subindex \( i[1] \) is set to 1, and the sign that has been determined by the order is multiplied by the sign of \( s_{i[1]} \).

The variable \( \text{index} \) is the index of the spectral coefficient \( s_{i[1]} \). Because it is not yet in the third level, the procedure is called again. Then the subindex of the next level, which is always greater by 1 than the subindex of the previous level, is generated. This happens only after changing the level of the procedure. Thus, \( i[2] \) is equal to 2. The sign is multiplied by the sign of \( s_{i[2]} \), and the index of \( s_{i[2]} \) is added to the \( \text{index} \). Then, in the next level, \( i[3] = i[2] + 1 \) is set. The sign is multiplied by the sign of \( s_{i[3]} \), and the index of \( s_{i[3]} \) is added to \( \text{index} \). Now, being in the third level, the first spectral coefficient of the third order is stored. The index of this spectral coefficient is equal to \( \text{index} \), and its value is equal to the absolute value of any spectral coefficient from the first order multiplied by the variable sign. After that, the index of the spectral coefficient of the first order that has just been used is subtracted from the \( \text{index} \), and the sign is multiplied by the coefficient's sign. Since \( i[3] \) is not yet 5, it is incremented and the loop is done again. When \( i[3] = 5 \), this level is finished and procedure is back in level two. Then \( i[2] \) is incremented and the procedure is called again. The execution of the recursive procedure continues until all three subindexes \( i[1], i[2], \) and \( i[3] \) have their highest possible values. All stages of this procedure are shown in Table V.

C. Algorithm A3: To Generate Order Step by Step

Algorithm A3 is called when the memory allocation for Algorithm A2 fails. Algorithm A3 needs only enough memory space for one single spectral coefficient to gen-
erate one complete order of spectral coefficients. This algorithm is similar to Algorithm A2. One difference is that no memory is allocated before calling the procedure to generate the index and the value for each spectral coefficient. This procedure is almost the same as the procedure for Algorithm A2. The second difference is that if one index is obtained, the value of the spectral coefficient for the whole array of cubes is immediately generated. This spectral coefficient is stored immediately on the hard disk, and the next spectral coefficients are calculated.

D. Algorithm A4: To Generate Certain Spectral Coefficients

In order to generate only certain spectral coefficients out of the whole spectrum, it is not necessary to create the indexes. Therefore Algorithm A4 does not use the long variables used in previously described algorithms to store the indexes. Since the implementation of the disjoint algorithm has also not been limited to a particular size of cubes, it is possible to generate separately spectral coefficients for cubes with an arbitrary number of literals. The literals necessary according to the given index are used directly in calculating the spectral coefficient in order to determine the sign of the value of this coefficient. The value itself is calculated according to the number of X's in the cube (denoted by the symbol $p$ in Section V). For an array of cubes, it is simply done for each cube in turn, and the values are added to get the final value of the spectral coefficient.

VIII. Execution of Walsh Transform Program: A Complete Example

The array of disjoint cubes generated in Example 3 and used also as an example for Algorithm 2 (see Fig. 3) is the input data for the execution of the Walsh transform's program.

| $s_1$ | 00001 |
| $s_2$ | 00010 |
| $s_3$ | 00100 |
| $s_4$ | 01000 |
| $s_5$ | 10000 |

Fig. 8. Indexes of the first-order coefficients.

TABLE V

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

The meaning of the abbreviations in Table IX is as follows (all values are in seconds):

- $u$ elapsed user time,
- $s$ elapsed system time.

It is not shown how the orders of spectral coefficients are generated because it has already been explained in Section VII (Fig. 5). However, it should be stressed that in Table II the spectrum for each cube is shown separately, while using either Algorithm A1 or A2 immediately adds the values of the spectral coefficients of a currently processed cube to the already calculated values corresponding to the previous cubes. By using Algorithm A1 or A2 only one complete order of the spectral coefficients can be created at a time. In the beginning, the coefficients of the first order as well as the DC coefficient ($s_0$) are generated, as shown in Table VI. After that, the next consecutive order is generated, as shown in Table VII. The same is done for the last two orders. The complete spectrum is shown in Table VIII.

IX. Memory and Time Requirements for Walsh Transform Program

Table IX shows only the generation of the whole spectrum for up to 20 literals in each cube. It could be possible to do this for up to the program maximum, i.e., 32 literals. But even with only 20 literals one needs 3 Mbyte to store the complete spectrum on a hard disk. This problem can be partially overcome by using compression algorithms to store the spectrum, but it is inherent to the spectral methods that the number of coefficients grows exponentially.

To compare the processing time dependent on different arrays of cubes for the Sequent SYMMETRY 27 computer, Table IX is shown below.

The array of disjoint cubes generated in Example 3 and used also as an example for Algorithm 2 (see Fig. 3) is the input data for the execution of the Walsh transform's program.

TABLE VI

| $X1XX$ | ON | 0 | 0 | 16 | 0 | 0 |
| $X011$ | ON | 12| 0 | 12 | 4 | 4 |
| $10X0$ | ON | 24| 4 | 8  | 4 | 0 |
| 0000   | DC | 31| 3 | 7  | 3 | -1|

<table>
<thead>
<tr>
<th>$S_{12}$</th>
<th>$S_{13}$</th>
<th>$S_{14}$</th>
<th>$S_{15}$</th>
<th>$S_{16}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X1XX$</td>
<td>ON</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$X011$</td>
<td>ON</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>$10X0$</td>
<td>ON</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>0000</td>
<td>DC</td>
<td>3</td>
<td>-1</td>
<td>3</td>
</tr>
</tbody>
</table>

TABLE VII

<table>
<thead>
<tr>
<th>$S_{22}$</th>
<th>$S_{23}$</th>
<th>$S_{24}$</th>
<th>$S_{25}$</th>
<th>$S_{26}$</th>
</tr>
</thead>
</table>

| $X1XX$   | ON       | 0        | 0        | 0        | 0        |
| $X011$   | ON       | 0        | 0        | 4        | 4        |
| $10X0$   | ON       | 4        | 4        | 4        | 0        |
| 0000     | DC       | 3        | -1       | 3        | -1       | -5 |
The first column of the table shows the number of literals per cube. Each array consists of ten cubes of the same type, where the type is determined in the second column of the table (XX-cube contains many dc-literals, 1X-cube contains some dc-literals, 11-cube contains no dc-literals). In order to obtain time data, a set of such examples has been tested. The time values are sorted according to their length.

Table IX shows one reason why different algorithms have been implemented for the generation of the whole spectrum. It has been illustrated that any no single algorithm, other than the one generating single coefficients, can give a solution for all cases while the combination of algorithms always gives the solution (the usage of the \"worst case\" single coefficient algorithm for every data would be inefficient).

The following conclusions can be derived from the obtained data:

- One can observe that the calculation of cubes with many X’s is much faster than with a small number of X’s.
- The algorithm that generates the spectral coefficients out of the previous order is up to three times faster for cubes having many X’s, while the algorithm to generate the spectral coefficients out of the first order is up to two times faster for generating cubes that have few X’s.
- By comparing the obtained results with the ones given in [51] (where the calculation of the spectrum for the function represented in the form of the truth table and of 18 literals took 382 s on VAX 11/780), one can observe that for the given cases our program is several times faster. A timing/synthesis comparison with SPECSYS is not possible since the detailed SPECSYS data have not been published. The SPECSYS program has not been made available to the authors.

- Our preprocessing algorithm to generate disjoint cubes takes only insignificant time (less than 1 s) for all tested cases. Therefore, the time presented in Table IX is the total processing time, which includes the time for the preprocessing. By contrast, the preprocessor for the algorithm of [51], [54] to create truth tables of Boolean functions takes a substantial amount of computer memory, and no time data has been published on it.

A. Memory Analysis

The memory requirement to calculate spectra is the most important factor. Because of that requirement, the existing algorithms according to Fast Transforms (Fast Algorithms) could compute only the spectrum for functions with up to 20 literals. The notation in this section is according to [56].

The basic memory is the same for the introduced Algorithms A1, A2, and A3 for the calculation of the Walsh spectrum, and has to store the array of cubes, the program itself, and the necessary number of coefficients.

The maximal memory requirement to store the array of cubes is given by the number of \(\text{on}^\prime\) or \(\text{on}/\text{dc}\) minterms which specify the function. Usually, the function is represented by cubes that are larger than minterms. Hence, \(cu \leq 2^l\), where \(cu\) is the number of cubes and \(l\) denotes the number of literals. It was shown in [3] that the number of cubes \(cu\) is much smaller than \(2^l\) for practical functions.

In the implementation, eight literals are stored in one integer variable. Hence, the following memory is necessary to hold the array of cubes:

\[
\begin{align*}
2 \text{ bytes} & \quad 1 \leq 8 \\
4 \text{ bytes} & \quad 8 \leq 1 \leq 16 \\
6 \text{ bytes} & \quad 16 \leq 1 \leq 24 \\
8 \text{ bytes} & \quad 24 \leq 1 \leq 32.
\end{align*}
\]

The program itself uses about 50 kbytes of computer memory. Fig. 9(a) compares the number of spectral coefficients (\(nc\)) that have to be kept in the computer memory to generate a complete spectrum for three different algorithms (A1, A2, A3) and for the Fast Algorithms. The formulas describing \(nc\) that have to be kept in the computer memory are shown in Fig. 5. In the case of Fast Algorithms, \(nc = 2^l\) is needed (Fig. 9(a)). To store the value of one spectral coefficient 4 bytes are used because each value is stored in a long variable.

If there is not enough memory left during an execution of the program, the Algorithm A3 is used. This means that only the memory for one single spectral coefficient is necessary. Thus, the program is only limited by the mem-

\[\text{TABLE VIII}\]

Complete Rademacher-Walsh S Spectrum of Four-Variable Boolean Function

<table>
<thead>
<tr>
<th>(s_0)</th>
<th>(s_1)</th>
<th>(s_2)</th>
<th>(s_3)</th>
<th>(s_4)</th>
<th>(s_{12})</th>
<th>(s_{13})</th>
<th>(s_{14})</th>
<th>(s_{16})</th>
<th>(s_{18})</th>
<th>(s_{20})</th>
<th>(s_{21})</th>
</tr>
</thead>
<tbody>
<tr>
<td>-16</td>
<td>3</td>
<td>7</td>
<td>3</td>
<td>-1</td>
<td>3</td>
<td>-1</td>
<td>3</td>
<td>-1</td>
<td>-5</td>
<td>-1</td>
<td>-5</td>
</tr>
</tbody>
</table>

\[\text{TABLE IX}\]

Execution Times

<table>
<thead>
<tr>
<th>Literals</th>
<th>Type</th>
<th>Previous</th>
<th>First</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>XX</td>
<td>6.3u</td>
<td>0.7s</td>
</tr>
<tr>
<td>16</td>
<td>1X</td>
<td>8.9u</td>
<td>0.9s</td>
</tr>
<tr>
<td>16</td>
<td>11</td>
<td>79.1u</td>
<td>6.0s</td>
</tr>
<tr>
<td>16</td>
<td>1X</td>
<td>35.1u</td>
<td>3.8s</td>
</tr>
<tr>
<td>20</td>
<td>XX</td>
<td>111.5u</td>
<td>21.3s</td>
</tr>
<tr>
<td>20</td>
<td>1X</td>
<td>137.8u</td>
<td>26.0s</td>
</tr>
<tr>
<td>18</td>
<td>11</td>
<td>339.2u</td>
<td>33.9s</td>
</tr>
<tr>
<td>20</td>
<td>11</td>
<td>1458.1u</td>
<td>69.9s</td>
</tr>
</tbody>
</table>

\[\text{SYMMETRY 27}\]

\[\text{EXECUTION TIMES}\]

\[\text{SYMMETRY 27}\]
Falkowski et al.: Calculation of Rademacher-Walsh Spectrum

Table X

<table>
<thead>
<tr>
<th>nc</th>
<th>const 10</th>
<th>const 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3u</td>
<td>0.000 2929</td>
</tr>
<tr>
<td>2</td>
<td>0.5u</td>
<td>0.000 2441</td>
</tr>
<tr>
<td>5</td>
<td>1.2u</td>
<td>0.000 2344</td>
</tr>
<tr>
<td>10</td>
<td>2.3u</td>
<td>0.000 2226</td>
</tr>
<tr>
<td>50</td>
<td>11.5u</td>
<td>0.000 2275</td>
</tr>
</tbody>
</table>

Figure 9. Memory requirements (nc \times 4 bytes). (a) Existing algorithms. (b) Algorithm A1. (c) Algorithm A2. (d) Algorithm A3. nc: number of literals; nc: number of coefficients.

necessary to store the array of cubes and the program itself. The memory requirements m(l) are given by

\[ m(l) = O \left( 50 \text{kbytes} + (2^l - 1) \times 8 \text{bytes} \right) \]  

(30)

\[ m(l) = o \left( 50 \text{kbytes} + (2^l - 1) \times 8 \text{bytes} + \left[ \left( \frac{n}{2} \right) + \left( \frac{n}{2} - 1 \right) \right] \times 4 \text{bytes} \right) \]  

(31)

\[ m(l) = o \left( 50 \text{kbytes} + (2^l - 1) \times 8 \text{bytes} + \left[ \left( \frac{n}{n + 1} \right) + \left( \frac{n}{n + 1} - 1 \right) \right] \times 4 \text{bytes} \right) \]  

(32)

where 50 kbytes is the memory required for the program and \((2^l - 1)\) means that the function is represented by all but one minterm. Formula (31) applies for even \(n\), (32) for odd \(n\).

B. Time Analysis

To estimate the execution time for the implementation of the Walsh transformation, Algorithm A3, which represents the upper bound, has been used. This is a straightforward algorithm that calculates every spectral coefficient directly from the cube representation without reference to its contribution to the current spectral coefficient calculated. Thus, the time increases according to the number of literals \((l)\) in the function as well as the number of cubes \((c)\):

\[ g(l, c) = \text{const} \times 2^l \times c \]  

(33)

where \(g(l, c)\) gives the time (in seconds) depending on the number of literals and cubes, and \(\text{const}\) is the necessary time to calculate the value of one spectral coefficient for a cube consisting of one literal. Hence, the function \(g(l, c)\) gives an upper bound for the actual processing time \(f(l, c)\):

\[ f(l, c) = o(g(l, c)) \]  

(34)

To evaluate the constant \(\text{const}\), the time values \(g(l, c)\) shown in Table X have been used.

The first column in the table indicates the number of disjoint cubes \(c\), and the first row the number of literals \(l\) for which the spectrum has been calculated. In the second and third columns, the value of \(\text{const}\) is given. The obtained value is \(0.000 2246 < \text{const} < 0.000 3418\), where for a small number of cubes the calculation of the index of the spectral coefficient itself has a larger contribution to \(\text{const}\). Then, the approximate value for \(\text{const} = 2^{-12}\).

Thus, the upper bound time for the implemented algorithm is:

\[ g(l, c) = 2^{l-12} \times c. \]  

(35)

The advantage of the Algorithm A1 and A2 in the processing time is shown in Fig. 10.

For the graphic in Fig. 10, the better time of either Algorithm A2 or A1 has been used. The processing time for the different kinds of cubes can be given as

\[ f_{w}(l, c) = \Theta_{l}(f_{1}(l, c)) = \Theta_{l}(f_{2}(l, c)) \]  

(36)

where the subscript of \(f\) denotes the type of cubes and \(f\) was defined in (34).

Because the basic part of Algorithms A1, A2, and A3 is similar and the algorithms are performed for each type of cubes, their relative processing times are distinguished only by a constant. Thus, function \(\Theta\) depends only on the number of nc-literals in the cubes. This is caused by the fact that this number determines how many operations the algorithms must perform.

X. Conclusion and Future Work

The essential relationships between classical and spectral methods used in the design of digital circuits have been stated. Based on these relations, new algorithms for
the generation of spectral coefficients for both \( S \) and \( R \) spectra for completely as well as incompletely specified Boolean functions have been shown. The graphical method for the calculation of spectral coefficients directly from a Karnaugh map is a powerful and efficient tool for functions with the number of variables less than or equal to six. Alternative formulas for the calculation of \( s_I \) and \( r_I \) spectral coefficients have also been presented. Such detailed interpretations of \( R \) and \( S \) spectra of Boolean functions are important not only from the point of view of analysis and synthesis of digital systems, but also for the generation of tests and design for testability.

A new, efficient algorithm and its implementation for the generation of spectral coefficients have been described. The computer method for performing this algorithm has been implemented in the DIADES automation system developed at Portland State University. The SPECSYS (for SPECtral SYNthesis System) developed at Drexel University on VAX 11/780 uses the Fast Walsh Transform for the calculation of the spectrum and can only process Boolean functions having up to 20 input variables [51], [54]. The DIADES program has no limit on the number of input variables of Boolean functions and it applies the methods described in this article for the generation of spectral coefficients of Boolean functions.

The authors of SPECSYS program [54] have encountered the disadvantages listed below while using Fast algorithms for calculating Walsh spectra. By implementing the approach described in this paper, the DIADES system successfully overcomes most of these disadvantages.

The first disadvantage of SPECSYS, one which causes the use of excessive computer memory, is that the computation of the Walsh spectrum requires the representation of the Boolean function in the form of a truth table composed of minterms. In DIADES, by contrast, the spectrum is generated directly from the reduced representation of Boolean functions (arrays of disjoint cubes) [2], [8], [46]. Since the number of such cubes can be considerably smaller than the number of minterms, the memory requirements can be reduced significantly. The advantages of this kind of representation, especially the fact that for practical functions the number of disjoint cubes is much smaller than the number of minterms, result from [3]. It is also evident from Table I that the number of disjoint cubes of the presented functions is much smaller than the number of their minterms.

The second disadvantage of SPECSYS is that all spectral coefficients must be calculated at once. In our approach, the entire spectrum, if required, can be computed incrementally for groups of coefficients. Therefore our computer method is very efficient for the calculation of only the few selected spectral coefficients, which is all that is needed in many synthesis methods [4], [10], [21]-26], [31]-35], [38], [48], [49], [53], [55].

The third disadvantage of SPECSYS is that it can use only completely specified Boolean functions. DIADES operates on systems of both completely and incompletely specified Boolean functions. The other advantages of the algorithms implemented in DIADES have been described in the article. The only drawback of the DIADES approach is the exponential growth of hard disk storage requirements with the increase in the number of coefficients. This is inherent to the nature of the problem. In SPECSYS the storage requirements are even worse, since it uses only internal memory. The implementation of the described algorithm allows the calculation of the spectrum for completely and incompletely specified Boolean functions having up to 32 variables. Since our system can calculate coefficients either by groups or separately, in the worst case it requires only enough memory to hold the first order spectral coefficients. The \( n \leq 32 \) constraint refers to the generation of either a complete order or the whole spectrum. It should be noticed, however, that even for the cases when \( n \) is limited, it can be increased when a list structure that describes the indexes (see Property 3.5) is created. With such a list, the spectrum of a Boolean function having an arbitrary number of variables can be calculated, the only limitation being the memory available on the hard disk. When the coefficients are calculated separately, even with the current implementation, there is no limit on \( n \) since the coefficients can be stored in groups on the hard disk. This is, however, traded off for the increased processing time. When the whole spectrum is not required, the algorithm can calculate chosen spectral coefficients for Boolean functions of an arbitrary number of variables. The results presented in the article show that our system is currently the fastest and most flexible spectral synthesis system designed.

Computer algorithms similar to the one presented in this article have already been developed for the newly introduced Generalized Arithmetic and Adding transforms [11], Walsh-type transforms of completely and incom-
completely specified multiple-valued input binary functions [12], and the Reed–Muller transform [17]. The decomposition and linearization methods for the spectra of systems of incompletely specified Boolean functions with Restriction 1 are presented in [25]. A suggested goal for future research is the development of new decomposition and linearization methods for systems of arbitrary Boolean functions. One possible approach to this problem is to apply the known methods of [25] to $S_{TOT}$ and $S_{TOTDC}$ in turn. More investigations are needed in this area.

The fundamental formulas presented in Section II are very useful when used for the investigation of new transforms, relations among various transforms, and the relationships between classical logic analysis and synthesis methods and spectral methods, especially when one attempts to explain the meaning of new concepts using well-established notions. Understanding these principles gives us the working tool to translate in both directions the notions of classical and spectral theories, design of new hardware realizations for various transforms (including also those that are different from Walsh type), testing procedures, and synthesis methods.

The interpretations and algorithms, analogous to those presented in Section II, for only $s_1$ and $r_1$ spectral coefficients can be derived in a similar way for the weighted sum of the spectral coefficients as well as for the autocorrelation function of the Boolean function [34], [48], [49]. Both these parameters of Boolean functions have been found very useful in testing. For example, the testing of programmable logic arrays by the weighted sum of spectral coefficients provides 100% coverage of all single stuck-at faults and very high coverage of multiple-faults [48].

The research summarized here will have an impact of the application of Boolean and multiple-valued input logic not only in the synthesis, analysis, and testing of digital circuits but in areas of pattern recognition and signal processing as well. The goal of future research is to develop new decomposition methods for systems of incompletely specified Boolean functions based on the representation of the Rademacher–Walsh spectrum presented. The properties of such decompositions make them very suitable for design using FPGA’s [54]. A major advantage of the approach to Walsh-spectrum calculation presented here is its convenience for computer implementation and its ability to yield solutions to problems of very high dimensions.
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