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ABSTRACT 

The papcr presents a ncw and uniform approach to the 
computer-aidcd analysis and synthesis of analog circuits. The sys- 
tcm is specialized for Transconductance-Grounded Capacitance 
Circuits (TGC). The analysis is a transformation from a Signal- 
Flow Graph (SFG) to a Transfer Function (TF). It is based on a 
step-by-stcp transformation from SFG to TF by reductions of 
nodes: summation, multiplication, and feedback. Symbol manipu- 
lation of multi-variate rational functions is used. The synthesis is a 
process of transforming a LC-ladder filter SFG to a TGC circuit. 
Hcuristic synthesis procedures, inverse to the ones used in the 
analysis, search the solution space of equivalent SFG's and are 
thcorctically able to find the optimal solution. The synthesis 
mcthod includes thrce stages: SFG labeling, synthesis of the SFG 
branch tran$er functions, and SFG repolarization. The applica- 
tion of some synthesis rules is illustrated on examples. 

1. IN'L'RODUC'L'ION 
In this papcr, an integated (or uniform) approach to the analysis and syn- 

thesis of analog, continuous-time domain filters is proposed. 
Transconductlnce-Grounded Capacitor circuits technique [25-281 is chosen as 
i ~ n  implementation basis, because it reveals many features desirable for the 
automated synthcsis. It is particularly well suited to the standard CMOS tech- 
nology, what makes it a natural choice for mixed (analog-digital) circuits rcali- 
zations. On the other hand, it is not limited to this technology and can he imple- 
incntcd in BiCMOS and bipolar technologies as well. All the circuits in TGC 
arc built in two diffcrcnt basic building blocks: transconductance element (tran- 
sconductor), which realizes Voltage Controlled Current Source, and grounded 
capacitor. Thc varicty of high-frequency analog and mixcd circuits can be built 
witli the help of the TGC technology in a systematic way. 

With the exception of the CAD systcms for the Switched Capacitor cir- 
cuits [ I l l ,  the existing Design Automation systems for analog circuits are not 
tightly dcdicatcd to one particular circuit technology. Therefore, although these 
systcms are more general, they arc not robust enough to be used for the syn- 
thesis of more complicated, real-life circuits. 

The proposed in this paper extension to the DIADES design automation 
systcm [16,17] (that has been used for many years used as a tool for synthesiz- 
ing digital circuits) will cover symbolic analysis and synthesis of TGC analog 
circuiLs (analog filters) and mixed circuits in the future. 

2. SYSTEM OUTLINE 
Phascs of the analysis and synthesis processes are shown in Fig. 1. 

Ilcurisric symbolic manipulation procedures perform the desired transfer func- 
tion transformations: factorization, continuous fraction expansion, etc. 

Innovative trait of the proposed methodology is the fact, that the synthesis 
process on each stage is actually a reverse of the analysis process. The most 
difficult part of the synthesis process is a transformation of a transfer function 
(TF) to signal-flow graph (SFG). This is because the synthesis of SFG from 
given TF, although can be presented as a process reverse to the analysis, 
rquircs decisions about SFG topology, that is not described by TF. Therefore, 
thc application of a particular mapping rule from TF to SFG requires heuristics, 
guiding the process of mapping rules selection. Decisions taken on behalf of the 
heuristics arc bascd on thc desircd characteristics of the created SFG, like sensi- 
tivity to clcincnts variations, and on the circuit complexity (number of the ele- 
nicnLs used). 

Since the symbolic analysis of TFs and SFGs is not dependent on the 
~ncthod of latcr implemcntation of the SFG in particular circuit technology, 
I xgc  part olthe system is independent of the used circuit realization techniques. 
Mapping of SFG to TGC also doesn't force the choice of any particular technol- 
ogy of TGC circuits realization. 

Thc mapping rules describe the relationship between elementary SFG 
connections and corrcsponding to them TFs. Four mapping rules are shown in 
Pig. 2a-d. The fourth one is actually a special case of the feedback rule (Fig. 2c) 
whcn l + O .  It is the only rule that can be applied when a TF with the 
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numerator of the higher order than the denominator has to be realized out of ele- 
mentary circuits that realize only TFs with the numerator of the order not higher 
than that of the denominator. 

In this paper there is a convention accepted, that current signal is 
represented in the SFG as 0, and voltage signal as 0. 

The most powerful rule is a feedback rule (Fig. 2c). It is particularly con- 
venient for the realization of the continuous fraction expansion of a TF; with 
components realizing only integrating TFs (i.e. of the form lisC), TF with both 
integration and differentiation in the denominator can be realized. 

The summing rule (Fig, 2a) is useful whenever addition operation, in 
many cases handled by the feedback rule, is realized directly. 

The multiplying rule (Fig. 2b) is used to invert the sign of TF, for exam- 
ple. It is also a powerful synthesis tool when the realized TF is in the factorized 
form. 

SFG synthesis in TGC technology (Transconductors and Grounded Capa- 
citors - [25-281) is based on the TGC realization of elementary SFG arms. Fig. 
3 shows some examples of TGC configurations (building blocks) that can be 
regarded as elementary. The very basic set of TGC building blocks consists ol 
only two elements: transconductor (Voltage Controlled Current Source) and 
grounded capacitor. They will be called basic elementary TGC building blocks. 
SFG's branches realized by them are shown in Fig. 3a. Each TF can be 
transformed to the SFG with all the arms directly realizable by the basic elemen- 
tary TGC building blocks. It is convenient, however, to augment the set of ele- 
mentary building blocks by some combinations of the basic elements. They are 
shown in Fig. 3b. 

3. ANALYSIS 
The analysis system (SFG analysis) has been written in the programming 

language Lisp, since it requires symbol and graph manipulation and arbitrary 
precision arithmetic. It transforms the SFG (created automatically or by the 
user), back to a single reduced TF. 

The presented algorithm is quite efficient since if is not based on matrix 
calculus (the matrices are very sparse) but on the step-by-step, knowledge- 
controlled local SFG transformations. 

There are three types of rules. The lowest level rules operate on polyno- 
mials and rational functions (addition, multiplication, factorization, division, 
etc). The next level operates on symbolic transmittances (summing rule, multi- 
plying rule, feedback d e ) .  

The highest level includes heuristic rules that control the selection of the 
second level rules in order to generate the final transmittance in the simpliest 
form. Those rules are based on the graph smcture and correspond to basically 
three methods: 

0 Variable Reduction (substitution of a variable being the left side of a sym- 
bolic equation by the right part of this equation in all other equations, thus 
reducing the number of equations by one). 
Equation Solving (solving symbolically a single equation of the form 
x = M + b , where x is a symbolic variable and a ,  b are, most generally, 
arbitrary multi-level symbolic transitional formulas of many variables, 
usually sums of multi-level rational functions). 
Formula Simplification of a transitional symbolic formula. 
The structure of the SFG decides which of the three methods is used 

where and when. In the analysis process the number of the nodes is gradually 
reduced by means of the step-by-step application of those methods, until an SFG 
with only one node is created, which is described by resultant TF. At the same 
time the expressions corresponding to the nodes are simplified. The method was 
also used to systems with many inputs and outputs. 

The Simplification algorithm was written as a modification of a program 
to find regular expressions from a Regular Grammar (a Finite State Machine) 
since a one-to-one correspondence among those two problems exists [18]. We 
used, therefore, the methods to locally optimize regular expressions, which lead 
to the simpIification of the transitional and final transfer functions. 
Simplification uses also a classical algebraic simplification algorithm, which 
applies polynomial factorization and division as well. 
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One of the problems solved by the system in the symbolic analysis phase 
is the reduction of rational functions. For one-variable polynomials Collins 
created several efficient algorithms based on quite sophisticated mathematical 
theories. The newest of the Collins' algorithms uses holomorphisms, divider 
theory and interpolation to simplify polynomials of many variables [4J. In order 
to achieve sufficient speed of rational function manipulation we use both 
mathematical techniques and efficient symbol manipulation programming. 
Therefore, two subsystems of DIADES, ABRA and SOPS, dcal with rational 
functions. ABRA has been designed especially to perform calculations on poly- 
nomials and rational functions of many variables. ( B R A  was used for both 
Laplace and Z-transform to design systems of automatic control, linear auto- 
mata, filters, and generation of cyclic codes). It uscs efficient mathematical 
algorithms 01 a narrow scope. In turn, SOPS is a general-putpose symbol mani- 
pulation system, similar to MACSYMA [14] hut simpler. It performs expression 
differentiation, substitution, simplification, general-purpose paltern-matching 
formula transformations, operations on symbolic matrices, and many other 
operations, not specialized for rational functions. To achieve high efficiency, 
SOPS does not perform reduction of rational functions, which is in turn a task 
ABRA was constructed for. Many problems are then solved by the cooperation 
of these two systems and it is a task of the programmer to assign judiciously 
where and how the operations are executed. SOPS was used to symbolically 
differentiate and simplify various classes of expressions, including symbolic 
analysis of sensitivity, pattem-matching substitutions and tensor calculations 
[12,131. 

4. SYNTHESIS 
In the scheme proposed in this paper there is a general feature of SFG 

synthesis on the basis of given TF. In the first stage of the system development, 
described in this paper, we assume that this feature is used only for the realiza- 
tion of non-elementary SFG branches, but the SFG itself is given as the input 
data. This is because there exist excellent SFG topologies, like for example thc 
topology resulting from the top-level SFG simulation of LC-ladder filters (see 
[25-281). In the future development of the system the SFG creation will be han- 
dled to the full extent. 

4.1. SIGNAL-FLOW GRAPH IMPLEMENTATION IN TGC TECHNOL- 
OGY 

We will assume the following: 
the Signal-Flow Graph (SFG) corresponding to the LC-ladder prototype of 
the filter is given; 
the only elements used for the TGC filter implementation are the tran- 
sconductor and the grounded capacitor; 

transmittance of each ladder arm (described by a transfer function) can be 
realized in an arbitrary topology; our goal is to find the one with the 
minimal number of elements. 
The procedure will be explained on the example of the filter presented in 

125.27 J , 
Given is an LC-ladder prototype of the filter, shown in the Fig. 4a (the 

ladder arm transmittances are given further in this paper). The corresponding 
SFG is shown in Fig. 4b. 

The SFG synthesis process can be partitioned into three phases. In the 
first phase, called SFG labeling, the physical realization of the signal 
represented by each SFG node is decided and each node is then labeled by the 
current or voltage. The second phase is the synthesis ofthe SFG branch tran.fer 
functions. The third phase is called SFG repolarization and is aimed at remov- 
ing redundant signal inversions from the SFG. 

4.1.1. SFG LABELING 
The labeling is based on the physical realizability of two different elemen- 

tary nodes. An elementary node is a node with only one incoming signal and an 
arbitrary number of outgoing signals, or with a one outgoing signal and an arbi- 
trary number of incoming signals (Fig. 5a). Node of the first type will be real- 
ized as a voltage node i.e. there will be a circuit node, voltage of which, mcas- 
ured to the ground, will represent the signal of the SFG node. Node of the 
second type will be realized as a current node and will correspond to a wire in 
the electrical circuit, which conducts current representing the signal associated 
with the SFG node. This is the only way how the elementary nodes can be 
implemented in a physical circuit. If a given node has both more than one 
incoming signal and more than one outgoing signal, it must be split into two ele- 
mentary nodes, as shown in Fig. 5b. Finally, the input and output nodes of the 
SFG must be labeled as voltage nodes (unless stated otherwise). 

Because of the above rules, the nodes in the SFGs of the mapping rules 
are also labeled by current and voltage labels. The only unlabelcd mapping rule 
is the multiplying one (Fig. 2b). Labeling for this rule should be chosen in the 
way that is most convenient to realize both branch transmittances. 

Additionally all adjacent current nodes connected by SFG branches 
labeled by 1 are contracted into one current node at this stage. This operation is 
called node contraction. 

Since the SFG given in in the example has only the elementary nodes, the 
labeling can be done immediately. Fig. 6 shows the labeled SFG, after contrac- 
tion of the nodes I1 and D . 

4.1.2. SYNTHESIS OF THE SFG BRANCH TRANSFER FUNCTIONS 
Second step is the realization of the branch transmittances. For this pur- 

pose, the mapping rules are applied to the transfer function of the ladder arm. 
In the presented example, let us first implement the impedance 21. This 

will help understand the aforementioned possibility of applying more than one 
mapping rule to given transfer function. 

(1) 1 
$ 3  

Z1= 

"'+ SzL3g3+ 1 

The above function could be. realized as a serial connection of transfer functions 
of lower orders, obtained by factorization. In this example, however, we will 
realize it as a SFG with a feedback loop, as shown in Fig. 7a. It turns out, that 
the feedback arm can be implemented in the best way as the feedback connec- 
tion, (Fig. 7h). Two possible implementations of the inner feedback loop, lead- 
ing to different realizations of the whole transfer function Z1, are shown in Fig. 
7c. They realize the inner transmittance (between nodes D and E )  with oppo- 
site algebraic signs. These implementations are equivalent with the respect to 
the number of elements. It turns out, however, that choosing the second one 
(which corrcsponds to the negated transfer function of the inner feedback loop) 
leads to a whole feedback loop with two negative transconductance elements, 
instead of negative and positive ones. Since negative transconductance element 
is cheaper (it contains one instead of three transconductors), we choose the SFG 
shown in Fig. 7d. The corresponding TGC circuitry is shown in Fig. 7e. 

This illustrates one possible local transformation of the SFG, basically 
related to the nodes polarization. At this point we will notice, that realizing ZI 
is cheaper by two transconductance elements than realizing -Z1. This informa- 
tion will he used later, in the node repolarization phase. 

To realize the transfer function Zz, given below (see [26,27J), we proceed 
as follows. 

As before, we use the feedback mapping rule. The result is shown in Fig. 8. It 
follows, that the realization of -Z2 (actually shown in Fig. 8b) is by two tran- 
sconductance elements cheaper than the realization of Zz. 

Transfer function Y1, given below, can be realized in a similar way as Z2. 

The result is shown in Fig. 9. The only difference between Z2 and Y is that the 
former one is a voltage-to-voltage transfer function, while the latter is a 
current-to-current one. Finally we notice, that it is cheaper to realize -Y1 than 
y1. 

The best implementation of the Yz. given below 
1 

yz= 1 sLs 
G+ S2LSCS+ 1 

is by application of the "inverting" mapping rule (Fig. 2d). This is necessary, 
since the order of the numerator is higher than the order of the denominator, and 
none of the other mapping rules (in their general form) can lead to the SFG real- 
izable in TGC technology. So at first we realize the reciprocal of the Yz. as a 
voltage-to-current transfer function, to be able to obtain the desired current-to- 
voltage one. The realization is based on the summing rule (Fig. Za), and the 
fecdhack rule (Fig. 2c). The result is shown in Fig. 10. Realization of -Yz is 
cheaper than that of Y2. 

4.1.3. SFG REPOLARIZATION 
At this stage we will "repolarize" branches of the SFG to be able to apply 

minimal realizations of branch transmittances (i.e. either Z or -Z) in as many 
branches as possible. We know the desired polarity of vertical ladder arms, and 
the desired polarity of the horizontal ones is -1 for the voltage-to-current arms. 
Table 1 shows the actual and desired polarities of the SFG arms. 
Table 1 

branch is desired I branch is desired 1 branch is desired 
V;A + - 1 VzA - - I V2B + 
V,B - - A D  + 
I7V0 + - ~ DV7 + 

There are four simple rules for local repolarizations in the SFG, which are 
shown in Fig. 11. We will start the repolarization phase from node 12.  Chang- 
ing the polarity of 1 2  signal allows us to change both BIZ and 12V0 polarities, 
which is desired. No change is propagated to the nodes B and VO. Now we 
have either to change the polarity of IzD branch (which is not desired), or to 
change the polarity of the D node. Changing the polarity of the node D we 
change the polarity of A and V Z .  The last change leads to the desired change of 
the polarity of the V,A and V2B, both of them desired. The resulting SFG is 
shown in Fig. 12. 
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In the presented case repolarization was extremely easy due to the pri- 
mary SFG polaritics assignment. In general case it is not possible to get all the 
tlcsircd polarity changes. In such a case, the number of undesired polarities 
should be minimizcd. 

Final realization of the filter is shown in Fig. 13. It contains 2 transcon- 
ductance elemcnts less than the realization presented in [26,27]. Basic topology 
of the resulting TGC realization of the filter is the same (i.e. it is a simulation of 
the laddcr topology of the filter), so that the filter retains its desirable sensitivity 
features, inherikd from the LC-ladder prototype. 

In thc above sequence of steps leading to the SFG realization in TGC 
tcclinology, step 2 is apparently the best candidate for a heuristic solution. 

5. HEURISTIC CONTROL MECHANISM FOR THE MAPPING RULES 
APPLICATION 

As it was mentioned in the section 2, the mapping rules application in the 
SFG synthesis phase involves a decision process of appropriate rules selection. 
Although the exact contents of the heuristic rules has to be determined experi- 
mentally and is still in the process of development, the nature of the search pro- 
cess involved here is fairly well understood and an appropriate control mechan- 
ism can bc proposed. 

Besides the application of the mapping rules to the TF, there arc symbolic 
algebraic transformations of the TF performed. They were not shown in the 
prcscntcd example, for the sake of the explanation simplicity. In the real syn- 
thesis prcccss, however, before a matching rule can be applied, the TF expres- 
sion must be transformed to the form that matches left-hand side of the rule. 
This is the first reason of the existence of many paths to the solution. If the TF 
is in the form of a sum or a product, each component of the expression can be 
rcalized in a differcnt way, i.e. by application of different sequences of the 
mapping rules. These component realizations, however, are supposed to be 
interconnected in the circuit being synthesized, therefore their realizations arc 
intcrdependent. Since there are four mapping rules that potentially can be 
applied at each step (maybe after reformulating the TF expression by means of 
algcbraic transformations), one step of the TF synthesis consisting of n com- 
ponents (tcrms in a sum or a product expression) can be done in 4n different 
ways. Since the solution rcquires several transformation steps, the solution 
spacc of thc task may be too large for the exhaustive search. 

Since the relevant characteristics of the synthesized SFGs arc of symbolic 
naiurc, it is difficult to propose numerical evaluation functions for the solution 
path selection. The control strategy proposed here is very similar to the one 
applied for symbolic algebraic equations solving [3]. 

The strategy was originally called Meta-level Inference, and is based on 
separation of the transformation rules (algebraic rules for TF transformations 
and the rules for matching TF to the SFG) into groups which realize specific 
kinds of synthesis operations. For instance, all the transformation rules in 
charge of the factorization of the TF are grouped together. Other set of rules is 
rcsponsible for finding the most promising reformulation of the TF expression 
for the purpose of the feedback matching rule application. 

On the higher level of control, called Meta-level, there is a set of heuristic 
rules deciding which kind of the synthesis operation should be pursued on the 
current step of the synthesis process, for instance, whether to try various factori- 
zation possibilities or to find the best way of the application of the feedback 
rule. 

The Meta-level approach has proven its superiority over other methodolo- 
gics for h e  symbolic algebraic equation solving. Because of the similar nature 
of the SFG synthesis process, it seems to be well suited to this task, as well. 
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Fig. 12. Repolarized SFG 
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Fig. 13. The filter realization - all unlabeled transconductances have value 1 
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