Architecture for analogical reasoning in a Bongard-problem solver
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Abstract. This thesis describes an architecture implementing the “Analogy-Making as Perception” model of Mitchell and Hofstadter (1990) for solving Bongard problems. This particular class of visual pattern-recognition problems was introduced in 1970 by the Russian intelligence theorist Mikhail M. Bongard and still represents a formidable challenge for AI research. In general, the complete solution of a Bongard problem starting from raw visual input (e.g., a digital image) would require the integration of low-level visual processing with some model of perceptual organization. This system provides a perceptual-organization engine that performs high-level reasoning on visual objects represented by geometric figures. In this system the solution to a Bongard problem emerges as a result of the interaction between an adaptive network of concepts and the work of a swarm of simple software agents. The concept network represents the program’s prior knowledge, whereas the agents explore the input and automatically build a set of relevant features and the structures representing their mutual relationships. The behavior of the agents is partially stochastic and partially driven by the activation patterns emerging in the concept network as the system’s “understanding” of the problem proceeds. This system provides an architectural basis for a future complete Bongard-problem solver. Besides introducing Bongard problems and describing my system, I also describe the theoretical foundations (both in the field of cognitive science and in the field of complex systems) upon which the architecture is based.
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1. Introduction

The field of computer vision studies how a computer can extract descriptions of the world from pictures or sequences of pictures. The set of its applications is continually expanding and includes fields such as robot navigation, industrial and military inspection, human-computer interaction, computer graphics, medical image analysis, and image retrieval in digital databases. Although no comprehensive “theory of vision” has been developed so far, a commonly accepted approach subdivides the set of processes involved in computer vision into two broad classes (see for
instance Marr’s pioneering work [1]): Low- and high-level vision. Low-level tasks include filtering out sensor noise and detecting visual primitives such as edges, corners, and texture. These operations are generally characterized by a local nature: Each pixel is processed together with a restricted number of neighboring pixels. For instance, Canny’s algorithm for edge detection [2, 3] is based on the brightness of pixels and the orientation of each partial edge with respect to neighboring edges. These algorithms are called bottom-up, because they yield results solely by processing the raw pixel data.

Segmentation is the task of identifying different regions within an image by subdividing the pixels in groups according to some criterion, such as distinguishing foreground from background, or different objects in the picture. Segmentation is at the border between low- and high-level vision.

The field of high-level vision includes complex tasks leading to the final goal of image understanding, such as shape characterization, object recognition, and extraction of three-dimensional information. These kinds of tasks often require the machine to recognize some pattern and find out whether that pattern is also present in new images. At this level, purely bottom-up approaches become error-prone [3]. To perform acceptably, computer vision systems need some knowledge of what kind of patterns are likely to be encountered in the images. The development of algorithms and techniques for defining and extracting the features that identify a pattern is a very active research field, while machine-learning techniques are generally employed to train the system and measure similarity between patterns [3]. Examples of image-understanding applications include criminal-behavior detection on the basis of movement pattern [4],
handwriting recognition [5], and image search in medical databases through content-based image retrieval [6, 7].

While the importance of such applications has led to the development of many dedicated systems, general image understanding has proven to be an extremely difficult task for machines. Existing systems typically do not generalize to problems outside the specific task for which they were engineered. The lack of flexibility exhibited by computer-vision programs contrasts sharply with the versatility and robustness of their biological counterparts. The ability of biological beings to organize the stream of elementary bits of information provided by the senses (e.g., a retinal image) into a set of larger units (e.g., different objects in a visual scene) and their interrelations is called perceptual organization.

At the basis of this work is the idea that the superior performance of biological vision systems is due, in part, to the interaction and overlapping of low- and high-level processes, a characteristic that is often not captured by the less versatile man-made systems, which often model them as a pipelined series of information-processing stages. Churchland, Ramachandran, and Sejnowski [8] propose an alternative theory of interactive vision, according to which the versatility of biological vision emerges from the continual, parallel interaction of processes spanning the whole range between low- and high-level vision. A pipelined approach lacks this integration of low-level processing and high-level cognitive activities. In the theory of interactive vision, the perceptual organization of visual input emerges from interaction between low-level processing modalities, other sensory input, and high-level knowledge. The architecture presented in this thesis is closely aligned with this interactive-vision philosophy and other cognitive theories.
In the following sections, I introduce Bongard problems and explain why they represent a useful domain for image-understanding systems. I argue that the abilities required in this task are fundamental in real-world applications that are hard for current automated systems. I then describe how biological cognitive systems tackle these tasks, and introduce analogy-making as the cognitive process at the basis of their superior performance (with respect to computers). I describe how cognitive theoreticians have formalized the theory of analogy-making and summarize some computer models implementing different theories, highlighting the differences between the approaches they advocate. I then contrast the classical approach to computer vision and the interactive-vision approach. I highlight interesting similarities between interactive vision and the cognitive theory of high-level perception and I add recent findings in the field of complex adaptive systems as further theoretical foundation for the approach I suggest. Finally, I introduce my architecture and cover its functionality.

2. Bongard problems

I propose capturing some of the mechanisms of interactive vision and other cognitive theories in a computer program, and believe that Bongard problems (BP) represent an excellent class of idealized problems for the test and validation of the architecture. The first 100 Bongard problems were introduced by the Russian intelligence theorist Mikhail M. Bongard in his 1970 book on pattern recognition [9], and still represent a formidable challenge for AI research. Each problem consists of two sets of figures (see Figure 1); the pattern recognizer must find some concise
description that distinguishes all the figures in one set (six frames on the left) from those in the other set (six frames on the right). I add here a remark that in a correctly designed Bongard problem, there can be no ambiguity on what this distinctive description is: The solution is always unique. Two sample problems, not included in Bongard’s collection, are shown in Figure 1. Although the examples in the figure appear quite simple, the class of problems that can be conceived in a “Bongard fashion” is actually very open-ended, and much harder problems can be found both in Bongard’s original collection and in the literature [10]. For instance, BP#64 and BP#20 in Figure 2 [9] have generally been considered much harder by some subjects polled than those in Figure 1 (harder examples are shown in later sections).

As Figure 1 suggests, the solution of Bongard problems by a machine, starting from the raw bitmap images, will in general require both skills that are typical of low-level image processing (e.g. edge detection, texture identification, segmentation) and high-level vision skills, such as shape identification (with possible occlusion), absolute and relative positioning, recognition of relationships among objects, and grouping of objects.

Recognizing a set of circles as a triangle (P2, group a, upper left), or a set of parallel straight lines as a circle (P1, group a, lower right) is an exercise of high-level vision in which the cognitive process called analogy-making plays a major role [11, 12]. Analogy-making is the process through which one can perceive two different situations as being similar at some abstract level. Defined in such general terms, “analogy-making” includes much more than problems of the form “A is to B as C is to what?”. In fact most, if not all, cognitive scientists agree that analogy-making plays a fundamental role in general cognition [11, 13 – 16]. I now use a couple of informal examples to
introduce the distinguishing traits of this cognitive process. For instance, when studying the second law of thermodynamics (“heat naturally flows only from a body at higher temperature to a body at lower temperature”), an analogy with the natural flow of water from a higher to a lower location appears to help greatly in understanding the nature of the phenomenon. Human beings have eased the process of understanding a novel situation by mapping something they know (the natural flow of water) to what they perceive as new and unknown. The process often involves mappings between concepts that are generally semantically distant, but turn out to be related in the particular context of interest.
Figure 1. Two simple Bongard problems. Each problem consists of two sets of figures. The pattern recognizer must find some concise description that distinguishes all the figures in one set (six frames on the left) from those in the other set (six frames on the right). The answer to P1 is “circles vs. quadrilaterals”, and to P2, “triangles vs. quadrilaterals”. The frame in the top left corner of both problems is the same, as are the six frames on the right side.
Hofstadter [17], Linhares [18], and Foundalis [19] argue that solving Bongard problems requires the ability to perceive abstract similarity depending on the specific context. In Bongard
problems, the solver must see the six frames in each set as similar, but what exactly this similarity consists of depends on the specific problem under consideration. In Figure 1, for instance, the upper-left-corner frames of P1 and P2 and the six frames on the right in each problem are exactly the same. Yet, the solutions to the two problems (P1: “circles versus quadrilaterals”, P2: “triangles versus quadrilaterals”) are different. To solve problem P1 one needs to map the shape (“circle”) of the objects in the upper left frame of P1 to that of all the other objects in the six frames on the left. To solve problem P2, one needs to consider the shape (“triangle”) outlined by the centers of the circles in the upper left frame, and map it to the shape of the other objects on the left side. One must map an abstract notion of triangle to a set of circles, changing what they see in the upper left corner under the pressure of the context provided by the rest of the Bongard problem.

The difficulty of implementing analogy-making makes Bongard problems very hard for an automated solver, but I believe that humans employ this cognitive process extensively to carry out tasks with great potential impact on computer science applications, such as image understanding. For instance, a human viewer can easily recognize the subject of a set of pictures as “dogs”, regardless of breed, color, pose, and whether the picture is a photograph or a drawing. Humans have an impressive ability to (a) identify sets of abstract features that define a concept of “dog”, (b) organize a matrix of colored pixels into one or more relevant objects, and (c) build consistent mappings (i.e., an analogy) between these objects and those abstract features. A computer program aimed at automating image understanding should carry out these same tasks. Bongard problems, in a much simpler context, require the same abilities from a solver. This is why I believe that investigating the application of computer models of analogy-making to Bongard problems is a first
step towards a better understanding of how a general image-understanding system should be designed.

In summary, Bongard problems capture in an idealized domain the essence of perceiving abstract similarity. A solver for these problems should therefore implement a model of analogy-making and use it to find the solution. The idealized domain of Bongard problems, of course, leaves out many aspects of the image-understanding problem, such as color, extraction of three-dimensional information, complex object recognition and movement. However, I believe that the mechanisms that one needs to capture in a Bongard-problem solver have general applicability to real-world image-understanding problems.

3. Theories of analogy-making

The distinguishing trait of this work is the incorporation of analogy-making into a visual-pattern recognition program. Different theories exist on how to explain the mechanics of analogy-making, and the choice of a particular theory imposes a number of constraints on the design of a computer model of this process. Kokinov and Petrov [20] provide a detailed analysis of these constraints, whereas French [21] has written a good review of all the major analogy-making computer models. In this discussion, it will suffice to distinguish two levels at which cognitive phenomena take place [14]: perception (i.e., processing of the sensory input) and conceptualization (i.e., extraction of a "meaning" from the results of perception). The debate is still open on whether analogy-making is
best modeled as a strictly conceptual manipulation of symbols resulting from perception, or if it should instead be modeled as being integrated with perception [11, 14–16, 22–27].

In artificial intelligence, it is common to treat symbol manipulation as a self-contained stage that follows the preprocessing of sensory input in a serial fashion. Instances of this school of thought are the classical approach to computer vision briefly described above, Newell’s physical symbol systems [22], and, in the field of analogy-making, Gentner’s structure-mapping theory [28]. I will refer to this approach as the modular approach.

An alternative approach suggests that perception and conceptualization share the same mechanics and take place simultaneously, significantly influencing each other. Examples of this school of thought are Barsalou’s conceptual symbol systems [27], Churchland, Ramachandran, and Sejnowski’s theory of interactive vision [8], and Hofstadter’s theory of high-level perception [11]. I will refer to this approach as the perceptual approach.

4. Models of Analogy-making

4.1 The Structure-Mapping Engine

An example of computerized analogy-maker based on the modular approach is the Structure Mapping Engine (SME), developed by Falkenhainer, Forbus and Gentner [29] and based on Gentner’s structure-mapping theory [28]. The program receives the description of two situations, the source and the target. For instance, in the earlier example of thermodynamics, the source
would be the flow of water between two communicating containers where the fluid is at different levels, and the target would be heat transfer between two objects at different temperatures. SME produces an analogy by mapping corresponding elements in the two descriptions (e.g., water level maps to temperature, water maps to heat). The input descriptions are in the form of predicate-calculus formulas\(^1\) prepared by a human or another program. These formulas provide an explicit representation of the objects involved in the problem, their properties, and the relations between them. According to Gentner’s theory, analogy-making consists of detecting similarities in the structure of these relations. When structural similarities in two relations exist (one in the source domain and one in the target domain), and if they satisfy some constraints that are also defined in the theory, the objects they involve in the source domain are mapped to the corresponding objects in the target domain. This approach is clearly modular, because it separates in principle the building of a representation of the input problem (which is not considered part of the analogy-making process) from the mapping stage. Forbus, Gentner, Markman and Ferguson [26] report that several cognitive-simulation programs employ SME as a component module.

Although I do not question the correct implementation of the structure-mapping theory in SME and its cognitive relevance, I believe that this specific approach to analogy-making modeling is not suitable to automate a Bongard-problem solver. This claim stems from the discussion in

\(^1\) An example reported by Falkenhainer, Forbus and Gentner [29] is: `greater(size(A), size(B))`, indicating that we are considering objects A and B, and that A is greater in size than B.
Section 2: it is impossible, in this kind of problem, to describe what is relevant to the solution, without actually getting into the process of solving the problem. What information should be included in a predicate-logic description of the upper left corner frame of P1 in Figure 1? What information should be included in the description for the same frame in P2? In P1, the shape of the objects in the frame is all that matters, whereas in P2 it is the position of the centers of the circles that is relevant to the solution. And (stealing an example from Linhares [13]) how would one describe the objects in the problems of Figure 3?

The class of Bongard problems is so open-ended that it is impossible to build a complete description of a problem \textit{a priori}, including all the information that could possibly be relevant in the search for the solution. But the idea of providing the solver with a complete description of the problem must also be rejected in principle [18], because discovering relevant information is an important part of any image-understanding task, and should therefore not be left out of the model and delegated to the human user or a separate automated module. A complete BP solver should be able to build its own representation of the problem and, in the process, make decisions as to what is relevant. It should analyze the images, collect information on each frame, and assess how well it fits in the context of the entire problem.
4.2 Copycat

I provide here a brief description of Mitchell and Hofstadter’s Copycat [30, 31], as an example of an analogy-making program based on the perceptual approach. Copycat has a “blackboard-like”
architecture that was partly inspired by the Hearsay-II speech-understanding system [32]. I provide a concise description here, while Section 6 provides theoretical motivations and explains in detail how a system of this kind works.

Copycat works in a microdomain of letter-string puzzles. It receives three strings defining a problem and must produce a solution. An instance of this kind of problem is: “If abc changes to abd, how should kji change?”

String abc is called the initial string, abd is the modified string and kji is the target string. The user does not provide the program with any clues on the problem, except for the order in which the letters appear in the strings. Copycat must analyze the initial and the modified strings and build its own explanation for the change necessary to derive the latter from the former. It must also understand how to see the target string as “analogous” to the initial string. When the program has formed this analogy, it modifies the target string “in the same way” as the user modified the initial string to produce the modified string. This modification is Copycat’s answer to the puzzle.

The biggest part of Copycat’s work is finding the structure of the problem. For instance, in the puzzle above, the program needs to understand that a, b and c in the initial string correspond to a, b and d, respectively in the modified string. It must also understand that the group abc has the key feature of having its letters in increasing alphabetical order. Both correspondences and groups are examples of structural elements of the problem that Copycat can discover.

Copycat’s behavior is partly nondeterministic: Every decision is made probabilistically, and the probability distribution is a function of a parameter called temperature, which measures the amount of perceptual organization reached by the problem at each step. As the program’s
“understanding” of the problem progresses, the temperature lowers and the program becomes more focused on exploiting the most promising hypotheses.

The architecture implements some of the fundamental mechanisms of thought in Hofstadter’s theory of high-level perception [11]: The bottom-up influence of perception on conceptual processes; the top-down pressure that is born when concepts begin to get activated in the mind; the continual interaction of these processes. This general theoretical framework for human cognition shows important similarities to the above mentioned theory of interactive vision [8] and to some findings in the field of complex adaptive systems [33]. Its relevance to my system is explained in detail in Section 6, where I also describe the architecture of the system developed for this thesis. I add here that Copycat’s architecture does not include some aspects of cognition. In particular, the model does not include long-term memory, memory retrieval and learning. Marshall later extended the architecture to explore these processes [34]. Elements of Copycat’s architecture have been included into artificial-intelligence systems also by researchers outside Hofstadter’s group (see, for instance, Dor’s work in sound perception [35] and Bogner, Ramamurthy and Franklin’s work on “conscious”, interactive computer agents [36]).

5. Current status of Bongard-problem solvers

There have been relatively few attempts at building an automated solver for Bongard problems, partly because the field of artificial intelligence has gradually shifted its focus towards more
practical (not necessarily more difficult), narrower “real-world” problems, and partly, I believe, because Bongard problems still represent an extremely hard challenge for AI.

In 1993, Saito and Nakano [37] presented a paper on RF4, a concept-learning and adaptive-search architecture and reported that it had been applied successfully to a variety of search problems, including a set of 41 problems from Bongard’s collection. The system requires input not as images but in the form of human-compiled, first-order logic formulas, and therefore the same criticisms that we raised in Section 4.1 for SME apply to RF4.

More recently, Foundalis [19] has developed Phaeaco, an architecture derived from Copycat and its descendants, that implements features of high-level perception not present in Copycat. The architecture has been specialized in particular for solving Bongard problems. The system includes several components: short-term memory, long-term memory, a pattern-matching mechanism, a clustering mechanism (to group objects found in the frames), and a categorization mechanism (which produces the solution).

Unlike Copycat, the system is explicitly organized in two levels. The retinal level begins the work by performing low-level processing of the visual input. The cognitive level starts as soon as some entities have been perceived by retinal activity. This second level builds representations, in the form of graphs, of the structures it identifies in its input. The input is parsed several times and, given the probabilistic nature of the choices the system makes, the structures and their representations can differ each time. The different graphs (“views”) are then condensed into a visual pattern, i.e., a new graph whose nodes and links are associated with statistics reflecting how often two nodes have been seen linked in the set of views examined.
The detailed functioning of Phaeaco is beyond the scope of this thesis. However, I want to highlight here some features that differ from the system described in this thesis. Phaeaco does not work in parallel on the entire input, constantly seeking correspondences among the structures found at each step. The approach is more “staged”: To build the patterns, the system performs a deterministic graph matching, and when the global patterns of the two sides of the problem have been built, the solution is again the result of this deterministic activity. My proposed system does not separately implement probabilistic and deterministic stages of processing. Borrowing mechanisms from natural complex systems, the program shifts from probabilistic to deterministic behavior, as self-organization emerges from the work of many local, simple agents with no centralized control. Section 6 explains the motivation for this architecture and why this approach was adopted for this work.

6. System description

6.1 Theoretical foundations of this work: Cognition as a complex adaptive system

I mentioned before that Copycat implements some principles of Hofstadter's theory of high-level perception [11, 14]. The main argument of high-level perception is that biological cognitive systems do not achieve perceptual organization through a pipeline of deterministic processes: Their flexibility and robustness emerge from the parallel execution of a high number of subconscious elementary activities and conscious processes driven by high-level knowledge [11].
In a computerized system, this scheme can be seen as the interaction between low-level input processing and a body of higher-level prior knowledge. Systems of this kind have been developed or proposed for other specific tasks, such as robot navigation [25], image interpretation [38], and human audition [39]. Copycat's architecture in particular was inspired by the Hearsay-II speech-understanding system [32], and represents, to my knowledge, the first example of a working system that successfully addressed these general cognitive issues in the framework of analogy-making. Churchland, Ramachandran and Sejnowsky’s theory of interactive vision [8] and Barsalou’s perceptual symbol systems [27] provide support for this view from the field of cognitive science.

Although Hofstadter began to develop his theory [17] when complex adaptive systems was not an established research field, successive studies in this field provided further theoretical support to his ideas and some insight into why the strategy implemented in Copycat is successful. As Mitchell points out [33, 40], researchers have gained significant insight by studying complex biological systems such as the vertebrate immune system, ant colonies, and cellular metabolism as adaptive information-processing networks. From this viewpoint, the collective behavior of these highly decentralized systems shows adaptation, learning, memory, pattern recognition, and collective global control. Mitchell has identified four basic principles that seem to account at least in part for these abilities. I now introduce these principles in general terms. In the following paragraphs, when I mention “agents” in a “system”, the reader can think of lymphocytes in the immune system, or individual ants in an ant colony. Afterwards, I present the same principles in the framework of a system aimed at solving Bongard problems.
1. **Collective behavior is the macroscopic effect of actions performed at a very fine-grained level.** Biological complex adaptive systems are often characterized by a large number of agents carrying out tasks that are very simple, compared to the behavior of the entire system. An advantage of this structure is that agents simultaneously make many small steps along many different paths towards the solution of the problem the system must cope with. This allows the system to explore different possible strategies *in parallel*, and to dynamically adjust the resources (agents) allocated to these different explorations. The outcome of each agent’s action can be used to guide the behavior of the others: if a significant number of agents has attempted to perform a certain task, without any benefit for the entire system, other agents will be less likely to attempt the same task in the future. Meanwhile, other agents have been attempting other tasks, providing the system with viable alternatives. The system can readily begin to withdraw agents from the unsuccessful tasks and allocate them to more promising ones. The main advantages of this fine-grained architecture are *efficient resource allocation* and *robustness*: By constantly exploring many different paths the system avoids *exclusive commitment* to any specific strategy, while more resources are devoted to the more promising ones.

2. **Randomness and probability play an essential role in the functioning of the system.** Instead of having deterministic rules that direct agents towards predetermined goals, there is a certain amount of randomness in the behavior of each agent. This way the system carries out a broad-spectrum search in a possibly immense space, with a comparatively small number of
agents. This is particularly important when the system has “little a priori knowledge about what will be encountered” [33] — we will see that this is the case for a Bongard-problem solver.

3. **Global control is decentralized, and uses information encoded in the form of statistics.**

Decentralized systems do not have any recognizable component dedicated to supervising their collective behavior. Every agent can interact only *locally*, with neighboring agents. Each interaction provides clues to the agent as to what other agents have been trying to do and what the outcome was. When the clues consistently indicating success along a certain path crosses a threshold, the agent is likely to “join the stream” and attempt to follow that path too.

4. **Top-down and bottom-up processes continually overlap and influence one other.** Bottom-up processes are those activities that process raw data, providing input to the system without using higher-level prior knowledge. Top-down processes use the input to build *expectations* that drive future actions by the system. When facing a novel situation, at first bottom-up processes must prevail, because the system needs to explore the input, in order to discover relevant information. Immediately agents begin to exchange information on the outcome of the bottom-up exploratory activity, and this begins to influence their future actions (see point 3 above). When evidence suggests that a given course of action is leading the system towards achieving its global goal, top-down pressure must build up to allocate more and more agents to that search path. The ability to balance dynamically bottom-up and top-down processes seems to be a distinguishing trait of adaptive intelligent systems.

The basics of Hofstadter’s theory of high-level perception [11] introduced above bear some relevant similarities to these principles. The presumption at the basis of this work is that these
similarities indicate that information processing in human cognition could follow these same principles. I believe that a computer-vision program implementing a model of image-understanding based on high-level perception should therefore be imbued with the flexibility and robustness necessary to meet, at least in part, Bongard’s challenge. The study is of interest because the architecture, once developed, should provide insight into new mechanisms useful for general problems of image understanding.

6.2 Design constraints

The goal of this thesis is to build a system that implements the principles of the “Analogy-Making as Perception” model of Mitchell and Hofstadter (1990) into an architecture suitable for solving Bongard problems. It appears natural to choose Copycat’s architecture as a starting point for the design of my program because:

- It implements a model of analogy-making;
- The model generally complies with the principles listed in Section 6.1, which are claimed to be at the basis of the robustness and flexibility of decentralized adaptive systems.

The following general design requirements can be derived from the preceding discussion:

1. Actions in the system shall be performed by simple, independent agents.

2. Non-determinism shall play a role in the decisions that the program must make.

3. No central supervisor shall be included in the program.
4. The system must be able to dynamically balance bottom-up and top-down activities.

5. The program must receive as input an incomplete, at least partially unstructured representation of the problem, and must show the ability to build structure relevant to finding the solution to the problem.

6. The program must, of course, produce the correct answer to a set of test problems, designed to check the sanity of the system.

6.3 System overview

Although several programs have been developed in Hofstadter’s group to address specific “microworld” problems [11, 19, 30, 34, 41], no general guidelines exist for assembling or tuning such a probabilistic system towards convergence. I try here to abstract the general traits of these systems by describing the main components of the architecture: The codelets, the workspace, the concept network, and the coderack.

Codelets are small, independent pieces of code, each able to build, destroy or change the state of some object in the workspace. The workspace is a collection of objects that are visible to all codelets. In our case, the workspace initially contains two sets of polygons, but it will later include any structural elements that have been found and built by the codelets. The coderack is a list of codelets that are waiting to run. The program advances in steps: at every step, a codelet is chosen in the coderack and run. The choice is made probabilistically, with the probability associated to each codelet depending on its urgency. The urgency is assigned to a codelet the moment it is
posted on the coderack; this could be done by another codelet or by a node in the concept network (more on this later). The higher a codelet’s urgency, the higher the probability that it will be picked for running in the future. Initially, there is a default population of codelets in the coderack. They are low-level scouts: In this work, their assignment is to build a description of the geometric figures in a Bongard problem by identifying specific features of the polygons, such as shape, position, and size. Each of these primitive concepts is a node in the concept network (I will use hereafter the terms “concept” and “node” interchangeably). The concept network is the system’s body of prior knowledge. It includes all the concepts that are known to the program regardless of the specific problem it is dealing with. Concepts that are semantically related are connected by a link (the closer the relationship, the shorter the link), which allows the nodes to exchange activation.

Each node in the concept network has an activation value. A node is assigned some amount of activation when the program discovers in the problem instances of the concept it represents. An active node can spread activation to its neighboring nodes, depending on the length and nature of the connecting links. A node’s activation decays at each time step, unless it is reinforced by codelets finding new or preexisting instances of the concept it represents. An active node therefore represents a concept that has a number of instances in the problem, and should be important in future actions of the system. In fact, active nodes can post codelets that seek other instances of the same concept.

Different nodes have different rates of decay, because some concepts are more complex than others and the system must be allowed to “study” them for a longer time, once they have become
relevant. In the previous example, if the system discovers that a certain polygon is a triangle, both
the nodes triangle and shape will become active and begin to urge the system to look for other
instances of their concepts in the problem. But shape is a more general concept than triangle (in
fact, we say that “triangle” is an instance of the category “shape”), and the program is generally
biased towards pondering more general concepts for longer. Following Hofstadter’s terminology,
shape has a greater conceptual depth than triangle. The program’s bias in favor of more general
concepts is obtained by giving deeper concepts lower activation-decay rate. Defining the concept
network therefore requires a set of concepts, a set of associated codelets, the structure of the links
between them (including the link lengths), and the conceptual depth of each node.

A correct balance of top-down and bottom-up processes is crucial to the success of the
program. Particularly, the program must initially carry out a wide-range exploration of the input,
but it should later exploit the information it gains as its understanding of the problem progresses.
A key role in this control of resource allocation is played by a variable called temperature. The
temperature is described in detail in Section 7.5. For now, it will suffice to say that the
temperature is computed at regular intervals by the program and it is defined in such a way as to
represent a quantitative estimation of the quality and level of perceptual organization reached by
the program. It is higher when the codelets have not been able to discover much structure in the
problem, while it decreases when the codelets seem to have found a promising path toward the
solution. By “structure” here I mean any element that the program has been able to add to the
initial representation of the problem, such as the description of the shape or size of an object, or
the realization that two different objects have the same shape. The temperature is used by the
system to “tune” its degree of non-determinism, making it progressively more focused on the more promising structures discovered in the workspace (i.e., making top-down pressures progressively prevail on bottom-up processes).

7. System implementation

7.1 Motivation, problem statement, and original contribution

The author’s interest in this project is mainly due to the appeal of the similarities between the behavior of complex adaptive systems and some of the principles of the theory of high-level perception (see Section 6.1) and the idea that the latter could be at the heart of the supreme performance of human beings in cognitive tasks. By carrying out this project, the author expected to achieve the following goals:

- To explore the challenges of designing and implementing such an architecture;
- To gain a sense of what the main factors are that drive the program towards a solution;
- To put such factors into a more general perspective, hoping to abstract the basic ideas that can be applied to the development of programs based on the same model, but applicable potentially to different domains.

Building a program capable of solving a Bongard problem with generic objects (such as those in Figure 3) using the bare binary bitmap images as input would be equivalent to solving a great part of the image-understanding problem, which obviously falls well beyond the scope of a Master’s
thesis (Foundalis’ program Phaeaco [19] — to my knowledge the most comprehensive Bongard-problem solver — could only solve a very limited subset of the original 100 problems). As stated in Section 6.2, the goal of this thesis was to design and implement a system that applies Copycat’s model of analogical reasoning to a problem that is markedly different from the letter-string analogy puzzles Copycat deals with.

These considerations, together with compliance with design requirement 6 in the list of Section 6.2, led me to define a set of “simplified” Bongard problems which share a general strategy for their solution. The set of problems is defined by the following characteristics:

1. The problems contain only objects in the form of polygonal figures, namely triangles and quadrilaterals.
2. Each frame contains only one object.

The two characteristics enforce a very significant limitation in the complexity of the task the program faces, but note that this limitation is mostly related to the low-level processing of sensory input. Particularly, they allow us to completely skip the segmentation problem (an as-yet-unsolved problem in computer vision) and to deal with objects that can be described in relatively simple terms.

The program’s strategy of solving each problem is defined by a certain number of sub-goals. To achieve the sub-goals, the program must show to perform the following actions.

1. The program can identify a limited set of features in each object.
2. The program can establish correspondences between two objects in the same set, based on the features identified in them.
3. The program can build a hypothesis that explains what all the objects in the same set have in common, based on the correspondences it has established.

4. When the program has found two (non-contradictory) hypotheses (one for each set) it can build an answer to the problem.

The words written in italics are the different conceptual structures that the program can build, and represent the sub-goals mentioned above (see Section 7.3 for a detailed description of these structures).

In conclusion, the set of problems the program can solve and the general strategy it must follow define my system as a high-level analogical-reasoning system tailored to solving Bongard problems, rather than a complete Bongard problem solver. They also define the criterion for judging successful performance of the system: I will consider the system successful if it shows it can consistently solve a set of test problems. This will provide a sanity check, showing that all the components in the model work harmoniously towards the solution. The goal of this study is to provide a sound implementation of the analogy-making as perception model. Judging success is made easier in our case because when a Bongard problem is correctly designed, there is only one possible answer, so either the program can discover it, or it cannot, in which case it fails.

For completeness, I note here that Copycat includes a group structure, which allows the program to do something like what needs to be done to see a triangle in the upper-left frame of Group a in Figure 1. This structure is not implemented in my system because (a) grouping in a Bongard problem is more complex than in Copycat’s domain (see points 2 and 3 in the list below), and (b) groups represent a special case of perceptual structure in that the program may sometimes
need to see them as composite objects (e.g., the triangle mentioned above, which is obtained by grouping circles). Addition of a grouping mechanism should of course be a top priority in the list of future developments.

Finally, to better clarify the original contribution provided in this work, as well as some of its limitations, I briefly analyze here the differences between Copycat’s domain and the domain of Bongard problems.

1. Copycat’s problem always provides a reference to the solver in the form of the pair (initial string, modified string). The solver uses this hint to interpret the target string and explore its possible modifications. Bongard problems are more subtle in this respect, because no clear reference is provided: the solver must find motivation for rejecting or accepting a hypothetical solution by searching the problem for clues supporting each possibility.

2. Copycat’s object-grouping mechanism is based on adjacency: A letter can be “bonded” only to letters that are adjacent to it in its string and if this happens, both letters may later become part of a group. Exploiting adjacency allows Copycat to limit the number of potential alternatives to explore for grouping. In Bongard problems grouping is not necessarily related to adjacency. For instance, in problem BP#58 (see 0) one needs to group two black squares of equal size in the left set and two black square of different size on the right. Grouping is in this case based on shape, color and size, with no way of reducing a priori the possible candidates for grouping on the basis of relative distances.

3. Copycat can explore relationships between adjacent objects within the same string and between objects in the initial and target string (analysis of the modified string is limited to a comparison
with the initial string). In a Bongard problem, relationships can be built at several levels among objects within the same frame (e.g., the circles in the upper left frame of P1 in Figure 1 can be grouped to form a triangle, and if the frame contained a second “normal” triangle, the two triangles could later be paired to form a shape-based group), objects in different frames in the same set, and even objects in different sets. There is a greater richness in the kind of relationships among objects that can be built in a Bongard problem.

4. The problems solved by Copycat and my system are structurally different. In Bongard problems there is no obvious counterpart of Copycat’s strings and most of the perceptual structures the program builds.

These general differences, together with the obvious differences between a letter-string domain and a geometric-object domain, required rewriting and modifying many of Copycat’s original components. Differences between my system and Copycat include all the codelets responsible for discovering and building perceptual structures in the problem, the definition of these structures, the set of concepts defining the program’s prior knowledge and the machinery that manages objects and perceptual structures in a problem that is structurally different. Furthermore, for this project Copycat has been ported from CLISP to Java, with significant modifications, and a graphical interface has been developed in MATLAB®. The graphical interface allows one to monitor the behavior of the system during a run, showing plots of the temperature and codelet-urgency time histories, the activations of nodes in the concept network, the coderack inventory and tables of all the conceptual structures the program has built.
7.2 The concept network

Figure 4 shows the system’s concept network, which represents the body of prior knowledge available to the program. As briefly explained in Section 6.3, the network is defined by a set of nodes (each with an associated conceptual depth), and a set of links between the nodes. Each node represents a concept and the links indicate semantic relationships between concept pairs. The current implementation has 28 nodes divided into five main categories as the following list shows.

- Category names:
  
  Geometric entity, feature-type, feature-value, label.

- Geometric entities:
  
  Polygon, vertex, edge, line-segment.

- Feature types and values (the values are listed in parenthesis after each type’s name):
  
  Color (filled, outlined), horizontal position (left, horizontal center, right), vertical position (low, vertical center, high), shape (quadrilateral, triangle), size (small, medium, large).

- Labels:
  
  Same, opposite.

The conceptual depth is a value associated with each node. In general, concepts representing categories, being more general, have greater conceptual depth than their instances. The main role of this parameter is to influence the activation decay of its node. Activation is a variable associated with each node and represents the importance that the program is currently giving to the concept. Activation can have any integer value in the range 0 (no activation) to 100 (full activation), and the
higher the value, the more relevant the concept is considered by the program. A node’s activation changes during the run as a result of the scouting activity of agents whose function is to identify concept instances in the problem at hand. Concepts that have more instances receive greater activation. The program periodically updates the activation of each node in the concept network taking into account both the positive contribution received by the discovery of a node’s instances in the problem and the negative contribution due to activation decay.

A node’s activation decays with time at a rate that depends on its conceptual depth. More specifically, at each update a node loses a percentage of its activation equal to 100 minus its conceptual depth. Therefore, nodes with higher depth decay more slowly. Since I assign greater depth to more general concepts, these tend to remain active for longer than more specific concepts (e.g., their instances). This means that when the program discovers a general concept (e.g., shape), it will tend to “ponder” it for longer than its instances (in this case, triangle and rectangle). This behavior is in general desirable in Bongard problems, because they are all based on the contrast between two different instantiations of the same concept, so it is the latter that the system needs to focus on. When activation reaches a threshold value, currently fixed at 50, the node has a certain probability (which depends on the current temperature) to snap to full activation.

Nodes that are semantically related (e.g., a category and its instances) are connected by links, which act as paths through which a fully activated node can spread activation to other nodes. When fully activated, feature-type nodes can post top-down codelets to the coderack. These codelets are aimed specifically at seeking instances of the concept that posted them and, as
explained in Section 7.4, constitute the main mechanism through which the program focuses its attention on some specific concepts, if they appear to be promising.

7.3 Perceptual structures

Problem BP#6 from Bongard’s original collection (see Figure 5) has all the characteristics listed in Section 7.1 and therefore, besides including it in the set of test-problems for evaluating the performance of the program, I use it here as an example to illustrate the system. At the beginning of a run, the program receives as input the description of the problem, which includes one polygon per frame, with its edges and vertices. As stated in Section 7.1, a complete Bongard-problem solver would receive only the raw bitmaps, not structured input. This kind of input is acceptable in the case of a high-level analogical-reasoning system. These polygons are “atomic” to the system, which means that although the program has the notions of line-segment, edge and vertex, it will not attempt to break a polygon into its elementary components (in Copycat the “atoms” were the single letters making up each string). From now on, I will call these “atoms” objects. The program can build a number of perceptual structures (more briefly, structures) on top of the given objects: features, correspondences, hypotheses and answers. These represent what the program “understands” as it studies the problem, and form a hierarchy of constructs in that correspondences are based on features, hypotheses on correspondences and answers on hypotheses.

A feature is the most elementary structure the program can build, and it can be viewed as a (Type, Value) pair, where the type and the value are determined by the structure of the concept network size (see Section 7.2). The feature types available to the system are color, horizontal
position, vertical position, shape, and size (see Section 7.2 for the complete list of the values). For the program, “identifying an object as a rectangle” means adding the pair (shape, rectangle) to its feature list. The type color is an exception in that it is attached by default to each object when the input is prepared, together with its appropriate value (filled or outlined). I justify this by noting that for these objects color is a rather basic feature that humans seem to immediately and effortlessly grasp. The existence of such “automatically activated” descriptors is described by Barsalou [27] in his theory of perceptual symbol systems as a characteristic of the process through which humans build mental representations. Of course, the presence of the color feature in the input does not represent a commitment for the program to consider this feature important throughout the entire study of the problem. The system can discover all the other features and use those that appear more meaningful in its path towards the solution.

Besides trying to describe each single object through its features, the program can also build correspondences between two objects within the same set. If two objects happen to share one or more features, the program will try to establish a correspondence between the two. As explained in Section 2, solving a Bongard problem requires identifying some key concept that is common to all the objects in each set. If two objects have one or more features in common, these may contain the concept that describes all the objects in the set. The program acknowledges this by building a correspondence.

I call the process through which the system identifies the features(s) that are common to all the objects in a set hypothesis building. A hypothesis is another perceptual structure that the program can build and represents an idea the program has developed about how to explain what all the
objects in a set have in common. Borrowing from what seems to be the mechanism humans employ in studying a Bongard problem, the system can build a hypothesis starting from an object and analyzing its correspondences with other objects. If an object is involved in correspondences with one or more other objects, the correspondences are analyzed to determine whether among the features upon which they are based there are one or more that are common to all the correspondences. If at least one feature is common to all the correspondences, it is used as the basis for the proposal of a hypothesis to explain the entire set. For reasons that I will explain in detail in Section 7.4, the program will not, in general, proceed immediately to verify this hypothesis. But when this happens, a check will be performed on all the objects in the set to see if the features upon which the proposed hypothesis is based have been discovered in all the objects in the set. Only if this check returns a positive outcome will the hypothesis be accepted as satisfyingly describing the set.

The last kind of perceptual structure the program can build is the answer. The system can build an answer only if it has previously built the two hypotheses for each of the two sets. After the second hypothesis has been discovered, one of the decentralized self-watching mechanisms in the system urges it to consider soon the possibility of building an answer. When this happens, the program checks the (sets of) types and values the two hypotheses are based upon, identifies the feature type that has different feature values in the two hypotheses and uses these values to build the answer. This process is relatively straightforward due to the nature of Bongard problems, for which there must only be one possible answer. In other words, when a problem is correctly designed, there is no ambiguity about the solution: If one is devised, it is no doubt the correct one.
7.4 Codelets, coderack and more on structure building

The coderack and the codelets have been briefly introduced in Section 6.3. The program has a main loop that runs a single codelet per iteration (hereafter also called time step). The coderack is a structure hosting the codelets to be run, grouped by urgency. There are four different categories of codelets, each with different functions: scout, strength-tester, builder and breaker. Scout codelets can be bottom-up or top-down. Bottom-up scouts are aimed at seeking a certain kind of structure in the workspace (e.g., they will try to identify a feature, or to find a correspondence), but their search is not influenced by the state of activation of nodes in the concept network. On the other hand, top-down scouts are posted to the coderack on account of the existence of fully-activated nodes and represent a mechanism through which the system focuses its attention on concepts that appear particularly relevant and whose instances should therefore be sought with greater determination.

It is easier to explain the reasons for these different categories through an example of how they are employed during a run of the system. This requires a short introduction to the temperature (this important variable is described in detail in Section 7.5). For the time being, it will suffice to say that the temperature is periodically updated by the program during a run, and provides the system with a rough measurement of the quantity and quality of the structures currently present in the problem. A high temperature indicates that the program is not very satisfied with the structures it has built. The temperature decreases when the program has reasons to believe it is moving in a promising direction (the reason for this inverse relationship between temperature and the program’s judgment of its performance will become clear in Section 7.5).
As an example, let us consider problem BP#6 (see Figure 5), whose solution is “triangle vs. quadrilateral”. In the beginning, the coderack is filled with scout codelets. Most of these are targeted at seeking features (see Section 7.3), and a few at seeking correspondences. This initial bias towards seeking features is meant to help the program identify and build the most elementary structures, upon which all the others are based. Identifying a potential feature is equivalent to finding in the problem instances of concepts that are represented in the concept network by feature-value nodes (see Section 7.2). This is only the first step towards building the feature, which requires the successful completion of a sequence of three operations, each carried out by a different kind of codelet: the scout, the strength-tester and the builder (this scheme might appear excessively complex, especially in the case of rather elementary problems like this one, but the rest of this section will clarify that it is a crucial part of implementing high-level perception).

At the beginning of a run the temperature is at its maximum value (indicating that the program has not yet built any significant structures in the problem), and all the codelets in the coderack are equally probable to be chosen for running. At each step, a codelet is chosen probabilistically from the coderack and run. All the initial feature scouts are bottom-up, which means that they are not instructed to seek features of a specific type. When a scout runs, it picks an object in the workspace and a feature-type (e.g., shape) and tries to see whether it is possible to describe the object in terms of this feature type. At this moment, all objects are equally likely to be chosen, but as the run progresses the program tries to make more targeted choices, and objects that are involved in strong correspondences or that have relatively few features attached become more likely to be picked. A certain amount of initial random exploration is consistent with experimental
evidence that human viewers begin to examine a novel scene by randomly (and quickly) moving the focus of attention to many different locations (see, for instance, [8]).

The feature scout identifies the feature value that best describes the object (for instance, triangle, if the object belongs to the left set of BP#6) and posts a proposed feature to the workspace and a strength-tester codelet to the coderack. For a structure, being proposed means being considered by the program as potentially important, but only structures that achieve the status of built are considered by the program as actually relevant to the problem. The urgency of this follow-up codelet (the strength-tester) is an increasing function of the activation of the feature-type node (i.e., the codelet has a higher probability to be run soon if the feature type currently appears to be relevant in the problem). If chosen for running in the future, this codelet will check whether the context supports the idea that the given object should be described as a triangle. This evaluation is summarized in a measure called the strength of the feature, which has both an internal and an external component. The external component is computed in the same way for all features. It is proportional to the activation of the feature value and also increases with the number of other features in the workspace with the same type and value. The internal strength is computed in different ways depending on the particular feature, but in general it is an estimate of how close the object is to an “ideal” object that would be “perfectly” described by the feature. The codelet then makes a probabilistic decision as to whether the program should keep the proposed feature (shape, triangle), possibly turning it into a built structure in the workspace at some future step. The decision is probabilistic: the higher the strength, the higher the probability that the feature will pass the test. A successful outcome results in the sending of activation to the triangle node and the
posting of a feature builder on the coderack, with urgency an increasing function of the strength computed before.

Node activation and the posting of follow-up codelets are extremely important for the self-regulation of the system. The more active a node is, the more it will try to influence the activity of the program. While the activity of bottom-up scouts is driven only by local considerations on the objects in the workspace, an active node in the concept network can exert a top-down pressure on the system by posting codelets that look for specific instances of the concept itself. The more active the node, the higher the urgency associated with these codelets.

As the program progresses in its analysis of the input, nodes corresponding to the concepts identified by codelets become activated and begin to influence the behavior of the program by posting targeted codelets with higher urgencies. As more instances of a concept are found, the program is forced to progressively focus its attention on that concept. The search, from completely random, becomes progressively more deterministic. Existing instances of the concept also cooperate to support the building of new instances by adding to the strength of any proposed new instance (contextual pressure). Conversely, if the activation of a concept is not continually sustained by other found instances, it progressively decays, weakening the relevance of the concept in future actions by the program.

At each step, the choice of which codelet to run is probabilistic. Low-urgency codelets (corresponding to low-activation, less frequently instantiated concepts) have a lower probability of running than high-urgency codelets, but this probability never drops to zero. In general, it is unlikely that the sequence scout → tester → builder for a certain structure will be completed in
three consecutive time steps. The execution of the three codelets will be interleaved with that of other codelets working on different structures. But a sequence of high-urgency codelets will on average be completed more quickly than a sequence whose codelets have lower urgency. At every time step, many different structures exist, at different stages in their development. Progress can always be made on the low-urgency paths: it just is slower.

In our example, the third and last stage of the sequence of codelets is the running of a builder codelet. In the case of an elementary structure like a feature, this codelet will basically proceed to build the feature. But for more complex features the process is less straightforward. Consider, for instance, a run in which a correspondence based on the feature \((size, \text{small})\) has been built between the two smaller black triangles in the left set of BP\#6. This could have happened because, for instance, these two triangles may have been picked and described as small at some early step in the run, when there was still no reason to believe \(size\) was less important than any other feature type. After some time, other concepts (shape and triangle, for instance) may have emerged as relevant (to the program, a concept is relevant if its node is fully activated), whereas \(size\) may have lost its full-activation state. If this is the situation when the builder tries to build the \(size\)-based correspondence, the attempt will fail and the structure will not be built. Since a structure becomes visible to other codelets only when it is built (as opposed to be just proposed), the correspondence will not have any weight in any future decisions the program makes (e.g., it will not be able to support the proposal of other correspondences based on the \(size\) concept). Before a correspondence can be built, the codelet will also check whether the objects involved are already part of other correspondences that are incompatible with the one it is trying to build. Two correspondences are
compatible only if they are based on different feature types, or, if they are based on the same type, when they also have the same feature value \(i.e.,\) the program can currently establish only sameness correspondences. If any incompatible correspondences exist, the proposed correspondence will have to fight them and only if it wins all the fights will it finally achieve the built state. The mechanism of a fight is the same for all structures: A probabilistic tournament in which the structure with highest strength has a greater probability of survival (differences in strength are amplified when the temperature is low).

This example helps illustrate two reasons for breaking up the process of building a structure into three steps. First, it implements the principle of parallel processing by elementary agents that was introduced in Section 6.1: At any given step in the run, many different structures at different points in their development coexist in the workspace. Secondly, this mechanism allows the system to dynamically and efficiently allocate resources \(i.e.,\) codelets to different paths along the way to the final solution, through the balancing of top-down and bottom-up pressures, as required by the theory of high-level perception (see Section 6.1). The importance of this is apparent in the example illustrated above: the size-based correspondence, proposed initially by a bottom-up scout, will not be pursued as a result of the top-down pressure from the concept network urging the system to give precedence to the evaluation of other concepts. This is generally useful because solving a Bongard problem often requires information that is not immediately apparent. Problem P2 in Figure 1 is another good example. Let us assume that one begins to parse the problem starting from the upper-left-corner frame. They immediately recognize several circles, which seem to constitute the most relevant source of information in the frame. If we do not examine this frame
in the context of the entire left set, the fact that the circles’ centers appear to be aligned on the edges of an imaginary triangle may not be deemed relevant at first. But when one detects the presence of triangles in all the other frames on the left side, one might immediately remember having “seen” a triangle in the upper-left-corner frame: One just postponed the evaluation of the relevance of this idea, because at first it seemed less urgent than others. This example shows the essential role of analogy-making in solving Bongard problems: We can solve it because we can map the group of circles to an abstract notion of “triangle”.

As the system advances in building higher-level structures out of lower-level ones, the temperature decreases, reflecting the increasing amount of perceptual organization achieved. As a result, in every probabilistic decision, the outcome with higher probability receives some “boost” at the expenses of lower-probability outcomes, and the differences in codelet urgencies are amplified. The system tends to explore promising paths more consistently, but can still, with lower probability, consider alternative solutions. Important aspects that so far have been neglected can still be discovered and exploited, if context urges the system to do so.

7.5 Temperature

Section 6.3 mentioned that balancing top-down and bottom-up processes is crucial to the success of the program. The program needs a way to assess the current state of its search for a solution. It must be able to shift from searching for generic information (prevalence of bottom-up codelets in the early stages, when little is known about the problem) to focusing primarily on exploiting information that is likely relevant to the particular problem. This is achieved by means
of a global variable called *temperature*, which is defined in such a way as to represent a quantitative estimation of the quality and level of perceptual organization reached by the program. The temperature is computed at regular intervals during a run using a rather lengthy formula ultimately based on the strength of the hypotheses (if any exist) and the number of fully-active feature values in the built features attached to every object. It is higher when the codelets have not been able to discover much structure in the problem, and it decreases when the codelets seem to have found a promising path toward the solution. The temperature provides a feedback mechanism between the programs’s understanding of the problem (*i.e.*, the structure the system has built on top of the original input) and the degree of non-determinism of its actions, making the system progressively more focused on developing the more promising structures discovered in the workspace. Temperature affects the following decisions:

- Probability of posting scout codelets for a given structure type.
- Probability for a posted codelet of being replaced in the coderack by a new one.
- Urgency of bottom-up codelets.
- Whether to break an existing structure.
- Strength computation for structures.
- The object chosen as target by a scout codelet.
- The result of fights between structures.

Temperature has therefore a crucial role in the program’s strategy for allocating resources in its search for a coherent set of structures to solve the problem. A high temperature makes the system more inclined towards a wide-range *exploration* of the input whereas low temperature causes the
program to exploit more deterministically the information that has been made available through its understanding of the problem \(i.e.,\) the clues given by the structures it has built). The idea is that this strategy of using information as it becomes available to bias probabilistic decisions (therefore never ruling out completely any possible path of exploration) is the key to guide a system towards success when time and resources are limited and the number of paths to explore is intractably large. Although the set of problems this system can deal with probably is not challenging enough to fully verify this claim, temperature is a key feature of analogy-making as perception that this implementation definitely could not leave out.

8. System’s performance on the test problems

8.1 Introduction

This section illustrates the performance of the system on a set of 6 test problems. They have solutions based on 4 of the 5 feature types available to the system \(type \text{ vertical position} \) is not present because the algorithm that identifies this feature is exactly the same as the one for \text{horizontal position}. Two kinds of tests were performed: Baseline and lesion. In the baseline tests, the program was run 1000 times on each of the 6 test problems. In the lesion tests, the program was modified to change some relevant aspect of the cognitive model and run again 1000 times on problems BP3, BP6, BPH and BPS (BP3.1 and BP6.1 were skipped because they represent just variations on BP3 and BP6). The lesions were:
• Temperature clamped at 0 (minimum value).
• Temperature clamped at 50.
• Temperature clamped at 100 (maximum value).
• Suppression of the differences in conceptual depth (all nodes in the concept network were given a conceptual depth of 50).

The program reached the correct solution in all of the runs, which meets one of the criteria for judging success identified in Section 7.1. The number of codelets run to reach the solution was chosen as the figure of merit to evaluate the performance of the program. Sections 8.2 through 8.7 show the test problems, whereas Sections 8.8 and 8.9 analyze the results of all the experiments.

8.2 BP3 — *Filled vs. outlined*

(Figure 7 HERE)

This is a new rendition of BP#3 from Bongard’s original collection [9].

8.3 BP3.1 — *Filled vs. outlined*

(Figure 8 HERE)

This is the same problem as BP3, but the objects on the right are also positioned in the middle of the horizontal axis. This modification makes it possible to build two different hypotheses to explain what the objects in the right set have in common, one based on *(color, outlined)* and one based on *(position, horizontal center)*. If the program built this alternative hypothesis, its
erroneous nature could only be discovered if the program also tried to build the correct (color, outlined) hypothesis at a later stage, or if it later built the only possible hypothesis for the left set, based on (color, filled). In the first case, the new hypothesis for the right set would have to fight the preexisting one. In the second case, a high-urgency answer-builder codelet would be posted. When run, the codelet would notice the incompatible nature of the hypotheses for the two sets (they are based on different feature types) and, after a fight, one of the two would be destroyed. The modification was introduced to see whether it would cause some noticeable difference in the program’s behavior.

8.4 BP6 — *Triangle vs. quadrilateral*

(Figure 9 HERE)

This is a new rendition of BP#6 from Bongard’s original collection [9].

8.5 BP6.1 — *Triangle vs. quadrilateral*

(Figure 10 HERE)

This is the same problem as BP6, but the objects on the right are also positioned in the middle of the horizontal axis. As explained in Section 8.3, the modification has potential for making the problem harder and is introduced to see whether it causes some noticeable difference in the program’s behavior.
8.6 BPH — *Left vs. center*

(Figure 11 HERE)

This problem is inspired by BP#8 from Bongard’s original collection [9], which is also based on horizontal positioning.

8.7 BPS — *Small vs. large*

(Figure 12 HERE)

This problem is inspired by (and has the same solution as) BP#2 from Bongard’s original collection [9].

8.8 Baseline tests

The main purpose of these experiments was to show that the system can consistently solve problems based on each of the different feature types in the concept network. Besides the correctness of the answer, in a system like this, with neither a centralized controller nor a deterministic algorithm, we can check for the correctness of the behavior of the program only indirectly. As indicators of the program’s behavior, I monitored in particular the time histories of the temperature and of the codelet urgencies during a run. Finally, these experiments provided some insight into aspects of the architecture and the particular way they were implemented in this system, suggesting directions for improvement and future developments.
The *temperature* represents the program’s assessment of the quality and quantity of the structures it has built, and we expect this variable to be consistent with the observed structure-building/breaking events. In general, the temperature will start at its maximum value, because at the beginning of a run there is no structure built by the program. The temperature should then show a generally decreasing trend as the program builds structure into the problem, with more pronounced negative (positive) slope when high-level structures are built (broken).

The *codelet urgencies* are relevant because, when examined separately for each kind of structure the codelets work on, they show what the program is currently focusing its attention on at a particular moment during the run. Since there is no central controller determining what the program should do at each time step, the allocation of resources (*i.e.*, codelets) is the emerging result of the assessment by the program of the structures it has built (*i.e.*, their *strength*) and of the concepts that appear to be most relevant at any particular moment (*i.e.*, the *activations* of the nodes in the concept network). If the implementation of these decentralized control systems is sound, we expect the program to start focusing on the lowest-level structures (*i.e.*, features) and progressively shift towards higher-level structures. Hypotheses scouts should gain relevance (*i.e.*, urgency) only after a while, when some correspondences have been built, and answer builders will be the last codelets to make their appearance at the highest urgency level.

The graphical interface proved useful to check that the temperature and codelet urgencies actually showed the desirable properties described above. Figure 13 shows the time histories of the codelet urgencies (grouped by structure category) and the temperature and node activations at the
end of one of the baseline runs on problem BP6 ("triangle vs. quadrilateral"); the trends visible in these plots are quite typical of the baseline experiments.

The temperature plot shows the desired behavior: The temperature starts high and then progressively decreases as the program progresses into the run. By observing the lists of structures built by the program (not shown in the figure) one can see that the temperature decrease is mainly driven by the appearance of built correspondences. The temperature at the end of the run is very low (6), showing that the system was very satisfied with the structure it had built.

The urgency plot reports the fraction of the total urgency in the coderack held by each type of scout codelet (feature, correspondence, and hypothesis), answer-builder codelets and breaker codelets. It also reports the number of codelets in the coderack. The current value of the total urgency in the coderack is very high because the plot refers to the end of the run, when the temperature is very low. In these conditions, the differences among the urgency values the program computed at the time each codelet was posted are strongly amplified, particularly for the most urgent codelets. This makes it much more likely for the system to choose for running codelets that, when posted, where deemed to be particularly promising (and therefore got higher urgency values). This is the mechanism through which temperature influences the focus of attention of the program.

All the urgency plots in Figure 13 show some oscillations, which are due to the probabilistic nature of the program’s algorithm, but also allow abstracting some general trends. The program shows a generic interest in looking for features throughout the entire run, with some decrease towards the end. Correspondences are initially pursued with an interest similar to that of features,
but then decline more quickly. The program’s interest in building hypotheses is generally dependent on temperature: As the temperature decreases, the program shows greater urgency for hypothesis scouts. This is correct, because the decrease in temperature indicates that a good amount of correspondences are present, which are used as basis for the hypotheses. Finally, interest in building an answer only appears very close to the end, and immediately very high: That is the moment when the system had two built hypotheses in place (one for each set) and was therefore ready to build the answer.

Overall, these plots show the desired behavior for both the temperature and the codelet urgencies. As an additional confirmation of the general sanity of the system, the node activations in Figure 13 show that the nodes shape, triangle, and quadrilateral are fully active, which is consistent with the correct answer for this problem (fully activation of other nodes such as same or the categories feature type and geometric entity, together with the latter’s instantiations, is also something we expect in the problems of this test set).

Figure 14 shows boxplots of distributions of the number of codelets run for each of the 6 test problems. The rectangular boxes cover the interquartile range (i.e., the edges of the box are the 25th and 75th percentiles). The vertical line inside the box indicates the mean value. The “whiskers” extend from the box edges to the farthest data point within 1.5 times the interquartile range. Red-cross markers indicate outliers, defined as data points that fall outside the range of the whiskers.

Outliers, some of which rather severe, are present for all tests beyond the upper quartile mark. Since all the problems essentially test the ability of the program to identify the feature type on
which the final answer must be based, a longer time to reach the solution in general indicates some trouble in building the features of that type. This can be due both to the probabilistic nature of the program’s choices (in some unlucky cases the program just does not happen to ever consider something important) and to the need for further tuning of some of the algorithms (see the discussion below about the algorithm for assessing an object’s size). But, in general, the system would benefit from a mechanism allowing it to realize when it has been wandering without making much progress for a long time. When this happens, the program should stop focusing on the structures it has built (which apparently have not been able to promote significant progress) and start again a “broad’spectrum” search by running a number of bottom-up agents. This feature was implemented in Copycat and these results provide evidence of its importance in the implementation of the perceptual approach to analogy-making.

Table 1 lists the mean and standard deviation of the figure of merit for all the baseline experiments. Looking at the mean values, a certain variability in the program’s performance on different problems is apparent. For problems BP3 and BP3.1 (“filled vs. outlined”, see Figure 7 and Figure 8) the program reached the solution much faster than for any other case. This is due to the nature of the input the program receives, which includes the color feature (see Section 7.3). This means that the program can potentially start building correspondences based on color from the first time step, therefore speeding up the entire process. BP3.1 is in theory more complex (see Section 8.3), but the results show no difference in the two mean values at any reasonable significance level ($p = 0.42$): In this case, the building of the correct, color-based correspondences usually prevails very quickly.
As for the results on the other test problems, assuming (quite arbitrarily) BP6 as reference, the null hypothesis of the mean values of the other test experiments belonging to the same population was tested by means of the standard two-sample \( t \) test. BPH is the only one whose mean turned out to be not significantly different from that of BP6 at any reasonable significance level. The conclusion is that the performance of the program does show some dependence on the particular problem it works on.

The results for BPS (“small vs. large”, see Section 8.7) show a mean value about 16% higher than BP6 and BPH. This draws attention to a detail that probably requires some tuning in the program. As explained above, for these kinds of problems a longer time to reach the solution in general indicates some trouble in building the features of that type. Furthermore, Section 7.3 showed that for any structure the probability of being built is a growing function of its strength. For quantitative features, the strength is computed on the basis of a distinguishing parameter, which in the case of the feature type size is the area ratio — \( i.e., \) the ratio of the area of the object to the total area of the frame. Two thresholds are set to divide the range of possible values into three subintervals, to which the feature values small, medium and large are assigned. The strength of the feature is highest when the area ratio falls in the middle of the subinterval, and decreases as the area ratio gets closer to the extremes of its subinterval. The slope of this decreasing function is probably too high, so size-based features too often turn out to be too weak to be built, delaying the discovery of the right solution in this particular case.
8.9 Lesion tests

8.9.1 Introduction

The purpose of the lesion experiments is to observe the role played by some components of the model in the program’s functioning. This is done by removing or modifying a specific component of the model and observing the influence this has on the program’s behavior. The components chosen in this work are temperature and differences in node conceptual depths.

8.9.2 Temperature lesion

The temperature is an indication of the program’s assessment of the quality and quantity of structure it has built in the problem, and it is described in detail in Section 7.5. This variable is used in all the probabilistic decisions made by the program. In general lower temperature values make the system more inclined towards selecting outcomes that appear more promising. Fixing the temperature at a high value therefore should make the program’s decisions more random, whereas a low temperature value should induce the program to make very conservative decisions, almost invariably choosing what looks most promising. The temperature lesions consisted of clamping the temperature value at 0 (minimum value), 50 and 100 (maximum value). For each lesion, 1000 runs were performed on BP3, BP6, BPH and BPS.

Figures 15 through 17 show the results of the temperature-lesion experiments, whereas Table 2 reports the mean and standard deviation of the number of codelets run for each problem, together with the same parameters obtained in the baseline experiments (for comparison). The general trend visible in the distributions shows that clamping the temperature causes an increase in the mean
number of codelets run, and the effect is more pronounced as the temperature value increases. With the notable exception of BP3, which shows a peculiarly bad performance at the minimum temperature value, the figure of merit is always highest in the case of maximum temperature. In general (with some mild exceptions), clamping the temperature also seems to cause an increase in the variance, this effect being more or less marked depending on the problem. Both these phenomena provide some evidence of the fact that a variable temperature helps the program build a set of structures that lead it to the solution somewhat more efficiently. Yet, the results appear less conclusive than those of a similar experiment performed with Copycat [30]. This may be an indication that although temperature is generally “well behaved” (as shown by the time-history plots), the formula for its calculation might not be ideal. On the other hand, it could also be that the set of test problems simply is not challenging enough, and the benefit of temperature-based resource-allocation for such easy problems is not dramatically apparent. This should be verified after the code is expanded to solve more complex problems, with higher numbers of objects and more complex structures, to avoid overfitting of the system to the limited test set currently available.

8.9.3 Conceptual-depth lesion

The conceptual depth of a node is an indication of how general the concept represented by the node is (see Section 7.2). It affects a node’s activation-decay rate, the urgency of top-down codelets posted by a node and the strength of the (feature-type, feature-value) pairs upon which correspondences are built. In this case, the lesion consists in assigning the same conceptual depth
to all the nodes in the concept network. Suppressing the differences in conceptual depth among the nodes should affect the building of top-down pressure by the program, \textit{i.e.}, the influence of node activation on the system’s actions. In this experiment, 1000 runs were performed on BP3, BP6, BPH, and BPS with all conceptual-depth values set to 50.

Figure 18 shows the distributions of the number of codelets run and Table 3 reports the mean and standard deviation of this figure, together with the values of the same parameters obtained in the baseline experiments (for comparison). In general, the mean values increase with the conceptual-depth lesion, whereas the standard deviations do not always follow this trend. The trend for the mean values supports the idea that conceptual depth differences help the program direct its efforts more efficiently towards the correct answer. As discussed in Section 8.9.2, more conclusive results would probably require a more challenging set of test problems.

9. Conclusions

The goal of this thesis was to build a system adapting the basic features of the \textit{analogy-making as perception} model (Mitchell and Hofstadter [30]) originally implemented in Copycat to the markedly different domain of Bongard problems. The adaptation of this architecture to visual pattern-recognition problems has its theoretical foundations in the theories of interactive vision [8], high-level perception [11], and in general principles governing complex adaptive systems [33].
The parts of interest in Copycat’s code have been ported from CLISP to Java, with significant modifications including: A completely new set of codelets for discovering and building perceptual structures in the problem; the definition of these structures; the set of concepts defining the program’s prior knowledge; the machinery that manages objects and perceptual structures in a problem that is structurally different from Copycat’s letter-string puzzles. Furthermore, a graphical interface has been developed in MATLAB® to monitor the program’s functioning in real time for diagnostic purposes during testing and debugging. The graphical interface includes plots of the temperature and codelet-urgency time histories, the activations of nodes in the concept network, the coderack inventory and tables of all the conceptual structures the program has built.

The performance of the problem on a test set of 6 problems has been analyzed, showing evidence of a sound implementation of the model. The tests also provided indications of what the first additions to the current implementations should be (see Section 10). Overall, the system provides a concrete basis for a Bongard-problem solver based on the perceptual approach to analogy-making.

10. Directions of future development

As explained extensively by Linhares [18], the implementation of a complete Bongard-problem solver remains a task well beyond the capabilities of current artificial intelligence. Despite the potential of the perceptual approach to analogy-making, how to integrate low-level image processing into a perceptual model of analogical reasoning is still an open question, only partially
solved even in Phaeaco [19]. It was not the goal of this thesis to make a significant step in this direction, but certainly this system leaves much room for improvement in terms of increasing the size of the domain of Bongard problems it can treat. Extending the system to include a general mechanism for grouping objects within a frame (as explained in Section 7.1) would definitely represent a very significant contribution in this sense.

In terms of completing the implementation of analogy-making as perception, a useful addition would be a mechanism allowing the system to realize when it has been working without making much progress for a long time. In this case, the program should break some of the structures it has built (which apparently have not been able to promote significant progress) and start again a “broad-spectrum” search by running a number of bottom-up agents. This feature was present in Copycat and the tests provided clear evidence of its importance in the implementation of the perceptual approach to analogy-making.
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Figure 4. The concept network. Nodes with thicker border indicate concept categories. Fully active nodes can spread activation to their neighboring nodes through the links.
Figure 5. Problem BP#6 from Bongard’s original collection [9] (images from H. Foundalis’ web site [10]).
Figure 6. BP#58 from Bongard’s original collection [9] (images from H. Foundalis’ web site [10]).
Figure 7. BP3: Filled vs. outlined.
Figure 8. BP3.1: Filled vs. outlined. In this case, all the objects in the right set are also positioned in the middle of the horizontal axis.
Figure 9. BP6: Triangle vs. quadrilateral.
Figure 10. BP6.1: Triangle vs. quadrilateral. In this case, all the objects in the right set are also positioned in the middle of the horizontal axis.
Figure 11. BPH: Left vs. horizontal center.
Figure 12. BPS: Small vs. large.
Figure 13. Node activations (left), time history of the urgency of codelets grouped by category structure (top right) and of the temperature (bottom right) at the end of one of the baseline runs for problem BP6.
Figure 14. Boxplot of the distribution of the number of codelets run for each of the 6 baseline test problems.
Figure 15. Lesion experiment: Temperature clamped at 0. Boxplot of the distribution of the number of codelets run for the 4 basic test problems.
Figure 16. Lesion experiment: Temperature clamped at 50. Boxplot of the distribution of the number of codelets run for the 4 basic test problems.
Figure 17.  Lesion experiment: Temperature clamped at 100. Boxplot of the distribution of the number of codelets run for the 4 basic test problems.
Figure 18. Lesion experiment: Suppression of differences in conceptual depths. Boxplot of the distribution of the number of codelets run for the 4 basic test problems.
<table>
<thead>
<tr>
<th>Problem ID</th>
<th>$\bar{x}$</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP3 (Color)</td>
<td>193.89</td>
<td>36.70</td>
</tr>
<tr>
<td>BP6 (Shape)</td>
<td>665.93</td>
<td>143.00</td>
</tr>
<tr>
<td>BPH (Horizontal position)</td>
<td>669.08</td>
<td>166.34</td>
</tr>
<tr>
<td>BPS (Size)</td>
<td>777.76</td>
<td>161.89</td>
</tr>
<tr>
<td>BP3.1 (Color)</td>
<td>195.19</td>
<td>36.73</td>
</tr>
<tr>
<td>BP6.1 (Shape)</td>
<td>635.89</td>
<td>122.00</td>
</tr>
</tbody>
</table>

Table 1. Summary of the results of the baseline experiments. $\bar{x}$ is the sample mean, $s$ is the standard deviation.
<table>
<thead>
<tr>
<th>Problem ID</th>
<th>Baseline</th>
<th>T = 0</th>
<th>T = 50</th>
<th>T = 100</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BP3</strong></td>
<td>$\bar{x}$</td>
<td>193.89</td>
<td>675.24</td>
<td>235.80</td>
</tr>
<tr>
<td></td>
<td>$s$</td>
<td>36.70</td>
<td>192.94</td>
<td>68.19</td>
</tr>
<tr>
<td><strong>BP6</strong></td>
<td>$\bar{x}$</td>
<td>665.93</td>
<td>706.32</td>
<td>670.17</td>
</tr>
<tr>
<td></td>
<td>$s$</td>
<td>143.00</td>
<td>261.46</td>
<td>155.85</td>
</tr>
<tr>
<td><strong>BPH</strong></td>
<td>$\bar{x}$</td>
<td>669.08</td>
<td>592.00</td>
<td>694.57</td>
</tr>
<tr>
<td></td>
<td>$s$</td>
<td>166.34</td>
<td>186.09</td>
<td>157.97</td>
</tr>
<tr>
<td><strong>BPS</strong></td>
<td>$\bar{x}$</td>
<td>777.76</td>
<td>684.56</td>
<td>812.45</td>
</tr>
<tr>
<td></td>
<td>$s$</td>
<td>161.89</td>
<td>196.58</td>
<td>178.78</td>
</tr>
</tbody>
</table>

Table 2. Comparison of the mean ($\bar{x}$) and standard deviation ($s$) of the number of codelets run in each of the temperature-lesion experiments and in the baseline experiments.
<table>
<thead>
<tr>
<th>Problem ID</th>
<th>Baseline</th>
<th>Conc. Depth lesion</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP3</td>
<td>$\overline{x}$ 193.89</td>
<td>239.54</td>
</tr>
<tr>
<td></td>
<td>$s$ 36.70</td>
<td>66.77</td>
</tr>
<tr>
<td>BP6</td>
<td>$\overline{x}$ 665.93</td>
<td>821.66</td>
</tr>
<tr>
<td></td>
<td>$s$ 143.00</td>
<td>151.43</td>
</tr>
<tr>
<td>BPH</td>
<td>$\overline{x}$ 669.08</td>
<td>732.25</td>
</tr>
<tr>
<td></td>
<td>$s$ 166.34</td>
<td>113.95</td>
</tr>
<tr>
<td>BPS</td>
<td>$\overline{x}$ 777.76</td>
<td>793.08</td>
</tr>
<tr>
<td></td>
<td>$s$ 161.89</td>
<td>104.17</td>
</tr>
</tbody>
</table>

Table 3. Comparison of the mean ($\overline{x}$) and standard deviation ($s$) of the number of codelets run in each of the conceptual-depth-suppression lesion experiments and in the baseline experiments.