
 

The SVD way is to note flat a validHhir sub of Q is

Q Q In In
U E ut

so that Qt I I Qt QT Then I Qtb as desired

Alternatively the normalequationsgie
QTQ I Qtb

but QQ In since Q has ortho r al columns So this becomes

Q b

We en't discussed computational complexity of LS problems but

it's lower when Q has orthonormal columns

EI
a start from the RHS

A AI xtATA s.me Axlt xtAt

xtAtb via the normalequations
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Ax tb since A EAT



b Following the hat we get
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so that
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c Misinizing the angle
between Ar al b is equivalent to maximizing

the cosine of the angle so instead we think abut solving

A Tb
agg

fAx5fAI bypartialf arguer
Max1111611 111 111141

New note that bythe Cauchy Schwartz inequality

Axl'TAE Ctx Aa e MAHIHAIR

with equality when Ax p AI for soup i e equality occurs

when the angle between A ad At is zero Therefore setting

X p I maximizes A IAI By the remark any value

of P will minimize the angle so we take 9 1



Er 3
Overdetermined means mere equationstreasure arts fha unknowns

which results in a unique LS Sdtier Underdetermined
nears

A is wide and therefore has
a nontrivial no space so the

solution is not unique See pg 4 24
for a summary
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In this case we here
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Exf
For Kenn M N the rank of A is smallerflower thanmisfit N
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Let A VAV Then

AZ VAV UAV Viv

but if all eigenvalues are 0 or I then 12 1 so 12 A



EI
P is gy ef.ie

with eigenvalues all either 0 or I so we can write

a thin eigenvalue decomposition
as

P Ur I Vrt QQ

where Ur has r orthonormal columns


