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Abstract—This paper presents a novel slotted ALOHA-
based protocol for use in ad hoc networks where nodes
are equipped with adaptive array smart antennas. The
protocol relies on the ability of the antenna and DoA
(Direction of Arrival) algorithms to identify the direction
of transmitters and then beamform appropriately to max-
imize SINR (Signal to Interference and Noise Ratio) at
the receiver. The performance of the protocol is evaluated
using analytical modeling as well as detailed simulation in
OPNET and Matlab where we demonstrate the benefits
of using smart antennas. The impact of using different
number of antenna elements is also studied for this
environment.

I. INTRODUCTION

Smart antennas (or adaptive array antennas) have
some unique properties that enable us to achieve high
throughputs in ad hoc network scenarios. A transmitter
equipped with a smart antenna can form a directed beam
towards its receiver and a receiver can similarly form
a directed beam towards the sender thus resulting in
very high gain. A receiver can also identify the direction
of multiple simultaneous transmitters by running DoA
(Direction of Arrival) algorithms and use this informa-
tion to determine the directions in which it should place
nulls. Placing nulls effectively cancels out the impact
of interfering transmitters. In this paper we enhance the
standard slotted-Aloha protocol by adding beamforming
and nulling capabilities provided by smart antennas. This
new protocol is called Smart–Aloha. We use simulations
as well as analysis to quantify the performance of Smart-
Aloha and, as we will show, the throughputs achieved
are very high and are better than some recent directional
MAC protocols. Finally, we study the fairness properties
of our protocol and show that, under a variety of single-
hop and multi-hop scenarios, our protocol achieves fair-
ness.

To motivate the use of smart antennas, it is useful to
enumerate the additional capabilities provided by these
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antennas over and above those provided by directional
antennas alone.

1) Silencing Interferers: If a receiver knows that there
are interfering transmitters in its neighborhood, it
can form a directed beam towards the sender while
simultaneously placing nulls in the direction of the
other transmitters. A null effectively cancels the
received signal power from a transmitter (even if
the interferer is more powerful than the desired
transmitter) and ensures a high SINR at the re-
ceiver.

2) Enhanced Neighbor Discovery: Identifying the di-
rection of neighbors is necessary for transmission
(so as to beamform appropriately) as well as for
reception (to silence interferers). Earlier directional
antenna papers typically use some form of sequen-
tial polling to identify the direction of one-hop
neighbors [1]. Thus, for a ����� sectored antenna,
there are eight directions in which a node will
periodically poll neighbors. Smart antennas can
considerably ease the complexity of this task as
follows.
An idle node receives all transmissions on its an-
tenna and can run DoA algorithms to determine the
direction of active transmitters. This is illustrated
in Figure 1 where an idle node determines that
there are two directions where there are active
transmitters. It can then poll each of these direc-
tions actively to identify the node ids (note that
nodes � and � both lie in close angular direction
while 	 lies in a different direction). This antenna-
assisted approach can reduce the message cost of
the polling algorithm.

3) Flexible Beamforming: A smart antenna system
can be configured as an omni-directional an-
tenna or as a directional antenna with variable
beamwidths (limited by the number of antenna
elements, section II) and with arbitrarily precise
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boresight1. This flexibility allows us to explore
the protocol space with arbitrary combinations
of beamwidths for collision avoidance and data
transmission.

The remainder of this paper is organized as follows.
In the next section, we present a self-contained overview
of adaptive antenna arrays. Section III summarizes the
previous work in this and related areas. In section IV
we describe Smart-Aloha in detail. Section V presents
our simulation results and provides a comparison with
the results of other authors. We also analyze the fairness
of our two protocols in section V-B. Section VI presents
our analytical model for the protocol which demonstrates
the correctness of our simulation results. Finally, we
summarize the main results in section VII.

II. OVERVIEW OF SMART ANTENNAS
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Fig. 1. Direction of Arrival (DoA).

We assume that each smart antenna (also called an
adaptive antenna array) system is composed of a linear
array of � elements. Figure 2 provides a schematic of
the smart antenna system. As illustrated in the figure, the
antenna consists of � antenna elements separated from
each other by a known distance � . We can assume that a
transmitter is located far enough away from the receiver
that all the signals �������
	 arriving at the different antenna
elements are parallel. However, since the elements are
separated by distance � , the phase of the different signals

1Sectored antennas, for example, are relatively inflexible in this
regard which can cause more collisions for nodes that lie outside the
3dB beamwidth of the main beams.

is different. Let ��� denote the phase and gain that is
added to each signal �������	 . Then �����	 , the output sent to
the receiver, can be written as,

������	����
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where, 0 ���
	 is AWGN (Additive White Gaussian Noise),2 � 354�6$7 is the phase propagation factor, 7 is the
wavelength, and � is an arbitrary gain constant. The
weights ��� used in this paper only shift the phase
of the signal and leave the amplitude untouched. The
representation for the weights is,

���8�� #�% �'&�9��;:"-
<

For a more comprehensive discussion, please see [2]. In
Figure 3 we show the different antenna patterns formed
by a linear array of � � = and >@? elements when
the desired direction is AB� ���)C . We note that as the
number of elements increases, the beamwidth becomes
narrower. However, observe that rather than one beam,
using a linear array results in two beams. We define the
effective beamwidth as the sum of the beamwidth of the
two beams formed by our antenna array.

A beneficial feature of these antennas is their ability to
form nulls in given directions. For a single interferer, this
is done by carefully shifting the phase �D� of the received
interfering signal at each antenna element E and then
adding these signals so that they cancel each other out.
However, since we typically need to form several nulls in
addition to a directed beam, the weight selection needs
to be done carefully. In this study we select weights to
maximize SINR at the receiver. One restriction to note
is that, given � elements, an antenna can form upto
� FG> nulls. However, the shape of the desired beam
can change depending on the number of and the direction
of the nulls. Figure 4 illustrates two cases when using
�H��= antenna elements with AI� ��� C being the desired
direction. In the first case, we are forming only two nulls
( 3�� � and J5K � ) whereas in the second case we are forming
six nulls ( >@K �"L 35K �MLON K �@L J5K �"L =5K �PLRQ K � ). As can be seen,
the shape of the beam and the direction of maximum
gain changes dramatically.

Finally, smart antenna systems provide us with the
ability to determine the direction of multiple trans-
mitters. Many different DoA algorithms [2] have been
developed over the past years and Figure 1 provides
a typical output produced by a commonly used al-
gorithm called MUSIC (MUltiple SIgnal Classification
[2]). Here, there are three transmitters � L � and 	 . The
receiver can distinguish two directions from which it is
receiving the transmissions. However, since � and � are
very close in angular direction, it is hard to distinguish
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Fig. 2. Schematic of the smart antenna model used here.
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Fig. 3. Antenna patterns for 8 and 16 antenna elements.

between them. Using the DoA capability, a receiver
can effectively place nulls in the directions of all the
interfering transmitters and thus boost the SINR of its
desired signal.

III. LITERATURE REVIEW

Recently there have been several papers that have
looked at the problem of MAC design for ad hoc
networks where nodes are equipped with directional
antennas. The directional antenna models used include
switched beam antennas (the antenna is sectored and one
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Fig. 4. Patters with 8 antenna elements and 2 or 6 nulls.

of these sectors is used depending on the direction of the
communicating node), multi-beam antennas (here more
than one beam can be used simultaneously), and adaptive
antenna arrays (here the beam can be made to point in
any direction as described in section II). Table I provides
a summary of the main throughput results of the different
protocols discussed below.

Among the papers that have studied the application
of adaptive antenna arrays in ad hoc networking are [5],
[8], [10]. [10] provides a high-level discussion of some
promising research areas when using adaptive antenna
arrays in ad hoc networks. They however do not provide
any results. [5] examines the interaction and integration
of several critical components of adaptive antenna arrays
for use in ad hoc networks. This paper focuses on the
design of these antennas for mobile devices with oper-
ating frequency of 20Ghz. The paper reports results of
detailed OPNET simulations using a TDMA version of
the 802.11 protocol in a single-hop network. A maximum
throughput of 9 pkts/packet-time was achieved using the
8x8 array in a single-hop network with 55 nodes.

[8] studies the performance of Spatial TDMA and
CSMA/CA in multihop ad hoc networks using adaptive



4

Prior Work Characteristics of Maximum Throughput
Simulation Expts.

[3] Switched beam antenna Random Topology Mesh Topology�����
beamwidth, 10dB gain, 250m (N=25, 4 hops)

range for omni, 900m directional MMAC DMAC 802.11 MMAC DMAC 802.11
4 CBR sources, 75kbps–2Mbps each 1000 kbps 400 200 800 300 200

(5x) (2x) (1x) (4x) (1.5x) (1x)

[4] Multi-beam antenna Fully connected Multi-hop
(1, 2, 4 beams each) (20 nodes) (100 nodes, 5 hops)��� �

beamwidth, 2Mbps channel 1 beam 2 4 1 2 4
slotted (8ms slot), 16Kbit packet 12Mbps 30 60 60 150 300
(Throughput converted to (Max over ROMA, UxDMA)
bps from pkts/slot/net)

[5] Adaptive antenna; 4x4, 8x8 4x4 8x8
planar arrays, TDMA-802.11, 1-hop (55 nodes)

8 pkts/packet time 9 packets/packet time

[6] Switched beam Proposed DRTS/DCTS CSMA/CA��� �
beamwidth (50 nodes)

3.5 Mbps 2.5 2

[7] Circular adaptive antenna array 25 nodes (grid) 225 nodes (grid)
beamwidth

�����
, 8dB gain No PC Global PC Local PC No PC Global PC Local PC

(PC – Power Control)
(Improvement over 802.11) 1.3x 1.7x 2.1x 2.6x 4.75x 5.25x

[8] Ideal adaptive antenna Protocol Beamwidth
20 nodes, no nulling O – Omnidirectional (20 nodes, degree = 7.5)

D – Directional 	 �
� ����� ����� ����

(Improvement over omni case) ORTS/DCTS 35% 57% 100% 142%
DRTS/DCTS 64% 107% 143% 186%

Packet transmission is DRTS/OCTS 28% 43% n/a 57%
directional at sender/receiver ORTS/OCTS 29% 50% 86% 121%

STDMA n/a 400% n/a 400%

[9] 6-element circular antenna array (No Mobility)
(10 fixed patterns – no adaptation) Omni Rx directional DVCS DVCS–Ideal�����

beamwidth, 100 nodes, 1500 �
�

Tx Omnidirectional Tx,Rx Directional
2-ray propagation model, no nulling 400kbps 800kbs 1.4Mbps 2.2Mbps

TABLE I

SUMMARY OF DIRECTIONAL MAC PROTOCOL PERFORMANCE.

antenna arrays. They examine the performance of dif-
ferent RTS/CTS schemes (DRTS/DCTS, ORTS/OCTS,
DRTS/OCTS, etc.) on throughput. The main results indi-
cate that narrower beamwidths ( >@K C ) do give the highest
throughput though this value is not too different from
the case when using ?5K C beamwidths. In addition, they
also performed simulations with dense as well as sparse
networks. The highest throughput was achieved in dense
networks (average degree 10.2) with lower throughput
in sparse networks (average degree 6.9). This paper did
not exploit the benefits of nulling and DoA as we do in
our paper.

[4] develops slotted scheduling-based MAC protocols
for nodes equipped with directional antennas. The direc-
tional antenna considered is a multi-beam adaptive array
antenna (MBAA) which is capable of forming multiple
beams. The protocols assume that nodes can engage
in several simultaneous transmissions. Several recent

papers have looked at MAC design using sectored di-
rectional antennas. [11] is one of the early papers which
touches upon various ad hoc networking issues when us-
ing directional antennas. The authors discuss issues such
as power control, hidden terminal problem, and which
antenna models to use. [12] proposes a MAC protocol
that uses directional antennas where mobile nodes do not
have any location information. Each node is equipped
with � directional antenna elements. Each of the an-
tenna elements has a conical pattern, spanning an angle
of 3)4 6.� radians. The � antennas at each node are fixed
with non-overlapping beam directions so as to collec-
tively span entire plane. The MAC protocol is assumed
to be capable of switching any one or all the antennas to
active or passive modes. In this work authors assume that
all the antennas have same gain. The other assumption is
that the transmitted signal will be completely attenuated
outside the conical pattern of the directional antennas.
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The protocol uses omnidirectinal transmission of the
RTS/CTS control packets. The receiver uses selection
diversity, i.e. the receivers uses the signal from the
antenna that is receiving maximum signal strength. The
receiver also remembers the the antenna tha t received
the maximum power of the signal, thus, the receiver
remembers the direction of the maximum power signal.
The sender uses this information to directionally transmit
the Data packet followed by directional exchange of
the Ack. The directional transmission of unicast packet
could reduce the interference at the overhearing no des,
further, directional reception of the packets increases
SINR (signal-to-interference-and-noise) at the receiver.
The authors simulated a network of 225 nodes placed
on a 15x15 uniform grid. Stationary as well as mobile
node scenarios was examined. Using 4 antenna elements
per node 2 to 3 times average throughput improvement
over standard CSMA/CA with RTS/CTS was achieved.
The paper did not examine the benefits of nulling or
the impact of side-lobe interference. Furthermore, the
propagation model was rather simplistic because of the
assumption of complete attenuation outside the conical
pattern. Omnidirectional transmission of the control pack
ets reduces the potential of spatial reuse and increased
channel capacity.

Similar to [12], [13], [14] consider a switched beam
antenna mod el with has directional transmission range
same as omnidirection. Further, they do not use nulling
or narrower beamwidths. Motivated from the fact that
directional antennas significantly increases the channel
spatial reus e and results in higher channel capacity,
they evolve a protocol which transmits CTS/Data/Ack
directionally. Their protocol is somewhat motivated from
PAMAS [15], which uses separate channel for control
and data packet. [16] also develops MAC protocols for
this scenario. They present a MAC protocol based on
Directional RTS/CTS or a combination of DRTS/O-CTS
(Omnidirectional CTS).

In [3] a multi-hop RTS is proposed to establish links
between distant nodes. The direction in which the main
lobe is to be oriented is determined by the MAC pro-
tocol (which in turn is provided this information by the
network layer which is assumed to be neighbor-aware).
The authors note that node alignment negates the benefits
achieved due to directional antennas, however, unaligned
routes enhances the spatial reuse. They show that their
protocol has a 4-5x throughput as compared with 802.11.
[7] describes the performance of 802.11 when using
adaptive antenna arrays. Like [8], the authors consider
the omni-RTS/omni-CTS followed by directional packet
transmission within the context of 802.11. The transmit
power for the data packet is smaller than that used for

the RTS/CTS exchange and the authors present several
power control variants. It is noteworthy that [3] also
used 25-node grid networks but obtained a larger relative
improvement (with respect to 802.11) in throughput
compared with [7].

In [17], [18] the authors assume that each node
maintains neighbor Angle-SINR table (AST) and they
provide a link state based table-driven routing and MAC
protocol. Based on AST a node calculates an affinity
for an angle which provides maximum SINR. Based on
this a NLS Table is formed. Nodes in the beamformed
region remain in the omni mode but they make nulls in
the direction of ongoing transmissions.

[19] investigates the performance of Smart Antennas
in MIMO channels. [1] uses directional transmissions for
control and data packets. It uses a directional-NAV table
for transmission scheduling and collision avoidance.
However, they do not exploit the capabilities of the smart
antennas, such as beam steering and the placement of
nulls in the direction of interferers.

In [9] 802.11 performance is studied with directional
antennas. A circular antenna with 6 elements is assumed,
and a node is capable of electronically steering the bore-
sight towards a specific direction. A constant beamwidth
of ��� � is assumed. However, it was observed that as
the boresight changes, the side lobe pattern changes
drastically. The key insight here is that the effects of
side and back lobes cannot be ignored in the evaluation
of network performance with directional antennas. [9]
shows that using an ideal antenna results in a maximum
throughput of 2.2Mbps while using a realistic antenna
has a maximum throughput of only 1.4Mbps. This fact,
that antenna patterns matter in evaluating MAC behav-
ior, is one that has largely been ignored by a great many
authors who assume ideal antenna patterns.

Finally, we note that there have been several papers
that look at the benefits of using smart antennas in
cellular environments see, for instance, [20], [21], [22],
[23], [24], [25], [26]. These papers look at models where
the base station is equipped with one or multiple adaptive
antenna arrays. Some authors [22] have examined the
performance of Slotted-Aloha for these environments.

Our work here differs from all of the above papers
in that, (1) all nodes use smart antennas for multi-hop
networking, (2) our protocol exploits the DoA informa-
tion obtained as well as the nulling capabilities of the
antenna to enhance performance.

IV. DESCRIPTION OF SMART-ALOHA

Consider the case when a node � needs to transmit
a packet to node � which is its one-hop neighbor. We
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assume that � knows the angular direction of � (as in
[3]) and it can therefore form a beam in the direction
of � . However, to maximize SINR, � should also form
a beam towards � and form nulls in the direction of
all other transmitters. In order to do this, � needs to
know two things – first, that � is attempting to transmit
to it, and second, the angular direction of all the other
transmitters that interfere at � .

a

b

d

c

Node d mistakenly forms
a beam towards a because
a’s signal is stronger
than b’s signal at d

a has a packet for c

b has a packet for d

Fig. 5. False beamforming.

Smart-Aloha is a modified version of the standard
Slotted-Aloha protocol. To transmit a packet, a trans-
mitter forms a beam towards its receiver and begins
transmission. However, it prefaces its packet transmis-
sion with the transmission of a short pure tone (this
is a simple sinusoid). Idle nodes remain in an omni-
directional mode and receive a complex sum of all such
tones (note that the tones are identical for all nodes and
thus we cannot identify the nodes based on the tone)
and run a DoA algorithm to identify the direction and
strength of the various signals (Figure 1). An idle node
then beamforms in the direction of the maximum received
signal strength and forms nulls in other directions and
receives the transmitted packet. If the receiver node was
the intended destination for the packet, it immediately
sends an ACK using the already formed directed beam.
On the other hand, if the packet was intended for some
other node, then the receiver discards it. A sender waits
for an ACK immediately after transmission of the packet
and if it does not receive the ACK, it enters backoff in the
standard way. Thus, the Smart-Aloha protocol follows a
Tone/Packet/Ack sequence.

The intuition behind the receiver beamforming in the
direction of the maximum signal is that, because of the
directivity of the antenna, there is a high probability
that it is the intended recipient for the packet. However,
we note that in cases, as in Figure 5, the receiver �
incorrectly beamforms towards � because � ’s signal is
stronger than � ’s. While this is not a serious problem in
most cases, we can envision scenarios where the �IF�� �
transmission gets starved due to a large volume of � F��
	 traffic. An optimization we have therefore implemented
is a single-entry cache scheme which works as follows:

Simulation Parameters
Background Noise + ambient Noise -143 dB
Propagation model Free space
Bandwidth 1,000 kHz
Min frequency 2,402 MHz
Data Rate 2000 kbps
Carrier Sensing Threshold +3dB
Minimum SINR 9 dB
Bit Error Based on BPSK

Modulation curve
Maximum radio range 250 m

Single Hop
Number of nodes 40
Area 200x200 m

Multihop
Number of nodes 40
Sparse case average node degree 7.3
Dense case average degree 11.3
Area 300x1500 m

TABLE II

OPNET SIMULATION PARAMETERS.

� If a node beamforms incorrectly in a given timeslot,
it remembers that direction in a single-entry cache.

� In the next slot, if the maximum signal strength
is again in the direction recorded in the single-
entry cache, then the node ignores that direction and
beamforms towards the second strongest signal.

– If the node receives a packet correctly (i.e., it
was the intended recipient), it does not change
the cache.

– If it receives a packet incorrectly, it updates the
cache with this new direction.

� If there is no packet in a slot from the direction
recorded in the cache, the cache is reset.

This simple mechanism ensures that in cases similar
to Figure 5, connections are not starved. However, we
can construct more complex scenarios where a single-
entry cache will fail to prevent starvation. In these cases,
more sophisticated multiple-entry caching schemes are
required. However, in our simulations, we only use the
single-entry caching scheme because the probability of
more complex scenarios resulting in starvation are very
rare.

V. PERFORMANCE STUDY

We evaluated the performance of our protocol via
simulation as well as analysis. In this section we de-
scribe the simulation-based results (obtained in OPNET)
and section VI presents our analytical model. We note
that there is a very good correspondence between the
simulation data and the analytical results indicating that
our simulations are correct.
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OPNET provides an excellent physical layer model
but has a drawback in that it has a very idealistic
directional antenna model. To overcome this drawback
we implemented the smart antenna model (for a linear
array of antenna elements) in Matlab and interfaced it
with the physical layer of OPNET. We invoke Matlab
to compute ��� ’s (section II) based on actual received
signal strength � �R����	 at each antenna element as obtained
from OPNET. We also modified OPNET’s radio pipeline
stage with the simulation parameters displayed in Table
II. Finally, we assume that nodes do not move and that
nodes know the angular direction of their neighbors (as
in [3]). However, we need to point out that this is not
a requirement of our protocol as the neighborhood can
be determined using the algorithm outlined in Section
1. Nodes cache DoA data for transmissions they hear
and then selectively poll active directions to identify the
nodes that lie there.

We simulated a 40-node single-hop network and a
multi-hop network. In all cases, packets arrived at nodes
according to a poisson process and destinations were
randomly uniformly chosen from among the neighbors.
We measured the throughput (packets/slot) as well as
the end-to-end delay. The packet length was set at 1024
bytes. We have left out the 95% confidence intervals in
the interests of clarity. In all cases, the CI were very tight
and did not overlap.
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Figure 6 plots the average throughput as a function
of load for the single-hop case and Figure 7 plots
the average delay (slots). We vary load from a very
low value of 0.001 packets/slot (network-wide) to 0.5
packets/slot. We vary the number of antenna elements
from 2 to 16. We observe that as the number of antenna
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elements increases, the throughput increases from 1.7
to 3.1 packets/slot. This is because when we use larger
number of antenna elements, the beamwidth becomes
narrower, and we can form more nulls. Likewise, using
larger number of antenna elements reduces the average
delay because system capacity increases.

We examined the performance of the Smart-Aloha
protocol for a multi-hop network as well. We considered
two cases – dense network with an average degree of
11.3 and a sparse network with an average degree of 7.3.
Figure 8 plots the throughput versus load for the dense
network and for the sparse network cases when using
2 or 16 antenna elements. We observe that, in general,
increasing the number of antenna elements increases
throughout. For the sparse case, the improvement is
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approximately 1.8x while for the dense case, the im-
provement is almost 1.4x. The relative increase is greater
in the sparse case because nodes are more widely spaced
and, there is a greater potential for the spatial reuse.
However, after a point, there is no benefit to reducing
the beamwidth. In the dense case, on the other hand,
due to similar reasons the throughput is lower for both
2 and 16 antenna element cases.

A. Performance Study in other Topologies

In order to highlight the benefits of Smart-Aloha, we
consider other single-hop and multi-hop topologies. The
first set of experiments conducted uses a 5x5 mesh with
pre-defined flows [3]. Figure 9 shows the network topol-
ogy and flows used for two of these experiments. For the
third experiment, we used a random node placement on
the grid where a node’s position is randomly shifted in
the x-axis and y-axis by adding a displacement randomly
selected from [-150m , +150m] and the flows are as in
Figure 9(b). The traffic is CBR (Constant Bit Rate) which
increases (per flow) from 75kbps to 2Mbps. The packet
size is 512 bytes. We used 10 different cases for random
flows (Fig 9(b)) and randomly selected nodes. Some of
the early results of this set of experiment were presented
in [27],[28].
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Fig. 10. Performance of Smart-Aloha when using the three topolo-
gies of [3].

Figure 10 plots the aggregate throughput of 802.11b
(with omni-directional antenna) and Smart-Aloha as a
function of the data rate of one flow (for the two topolo-
gies in Figure 9 and for the random mesh case) using
either 8 or 16 antenna elements. The performance of the
802.11b protocol was alike in all the three topologies,
hence, for the sake of the clarity of the graph we are
plotting the results for Figure 9(a). We observe that

using 16 antenna elements as opposed to 8 elements
makes a big difference in aggregate throughput. This
is because the beamwidth when using 16 elements is
smaller than when using 8 elements which results in
more simultaneous sessions/slot. For the flows in Figure
9(a), (when flows are aligned), we did not notice much
difference in the performance of 16 and 8 antenna
elements but for Figure 9(b) and for random topologies
we do see a significant difference. The reason is that
when flows are not aligned, there is a greater potential
for spatial reuse with 16 antenna elements (due to its
smaller beamwidth). Table III summarizes the results of
this set of experiments.

The second set of the experiments were conducted
in the single-hop case with 20 nodes and 5-hop cases
with 100 nodes in a setting identical to [4] including
use of 16KB packets. We used 16 antenna elements for
this study. Figure 11 plots the aggregate throughput as
a function of arrival rate for the single-hop and multi-
hop cases. We note that Smart-Aloha achieves a high of
approximately 10.5Mbps as compared with the 1Mbps
obtained by 802.11b protocol. In fact, the throughput
of Smart-Aloha increases with the arrival rate because
of good spatial reuse of the channel. For the 100-node
5-hop case (Figure 11) 802.11b reaches a maximum
throughput of well below 0.5Mbps while Smart-Aloha
reaches maximum of 60Mbps. Again, the better spatial
reuse of the channel given the directivity of the antenna
is the reason for this performance improvement.
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Fig. 11. Comparison with the single-hop 20-node case and 100-node
multihop case in [4].

B. Fairness of Smart-Aloha

We performed a study of the fairness properties of
Smart-Aloha and 802.11b using prior work [29], [30],
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(a) Four flows (some alignment) (b) Randomly selected flows

Fig. 9. 5x5 grid topology used to compare performance with [3].

Mesh Figure 9(a) Mesh Figure 9(b) Random Mesh
16 Elements 8 Elements 16 Elements 8 Elements 16 Elements 8 Elements
( � ��� �

) ( � � � � ) ( � ��� �
) ( � � � � ) ( � ��� �

) ( � � � � )
Smart-Aloha 2500kbps 2150 3000 2000 4250 3750

TABLE III

[31] as a guide. We considered the flows illustrated in
Figure 12 where the dotted lines between two nodes in
the figures indicates that the two nodes can hear one
another. The arrows indicate the direction of flows and
we used 2Mbit/sec CBR traffic for each flow with 512
byte packets. The maximum channel capacity is also
2Mbit/sec and the remaining parameters were set as per
Table II.

Table IV shows the data rate achieved by each flow in
each of the three topologies from Figure 12. In Topology
1, nodes 1 and 2 are within range of one another and
node 1 is in fact in the second symmetric lobe formed by
node 2 towards node 3. In all cases, we note that Smart-
Aloha results in fair channel sharing between the various
flows even though the linear antenna array we use forms
two main lobes that can cause unintentional interference.
In addition to the topologies discussed above, we studied
other topologies including the star topology with four
transmitters sending to one common receiver (as in [31]).
We note that all the flows shared the channel equally in
this case as well.

VI. THROUGHPUT & DELAY ANALYSIS

In order to validate our simulation, we developed an
analytical model of Smart-Aloha as described in this
section. The initial part of our derivation, where we set
up the basic Markov chain, (equations 1 – 5) closely
follows [22]. However, the key probabilities (equation 6
onwards) we develop are unique to Smart-Aloha. [22]
uses a cellular network model where the base station
has a smart antenna and can receive transmissions from
at most one mobile in one slot. A later paper [32]
generalized this to the case when the base station had
multiple receivers. In our case, however, we consider
an ad hoc network where a node can transmit to any

Topology 1
Flow 802.11b Smart-Aloha

(Mbps) (Mbps)����� �
0.661 1.957����� �
0.663 1.978

Topology 2
Flow 802.11b Smart-Aloha����� �

0.089 1.958����� �
0.108 1.827����� �
0.567 1.931

Topology 3
Flow 802.11b Smart-Aloha����� �

0.427 1.573����� �
0.433 1.459����� �
0.430 1.896

TABLE IV

AVERAGE DATA RATES OF DIFFERENT FLOWS.

of its neighbors and the probability of success depends
on (1) whether the intended receiver is idle (i.e., not
transmitting and not receiving from another node), (2)
whether the receiver beamforms towards the sender
during the slot (recall the problem of false beamforming
Figure 5), and (3) the nulling capability of the receiver’s
antenna. Thus, we note that the derivation presented here
is different from earlier works and is novel.

Consider a finite population of � nodes each of
which is equipped with a smart antenna. A node can
be in one of two states – blocked and unblocked. In an
unblocked state, the node transmits a packet in a slot with
probability � : and in the blocked state the node transmits
a packet with probability �
	 . The destination of the
packet is randomly uniformly chosen from the remaining
� F > nodes. Given this model, we can quantify system
state in slot � by a variable K������� � which denotes
the number of blocked nodes. We can thus describe
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Fig. 12. Topologies used for fairness study (Topology 1 & 2 is multi-hop and Topology 3 is single-hop).

the time varying behavior of the system as a Markov
chain where the state denotes the number of blocked
terminals. Let � ����� � # � denote the one-step transition
matrix for this Markov chain and let 41���M4��	� denote
the equilibrium probabilities of state E .

In a given slot the total number of packet transmissions
can be written as 
��D�
 	 / 
�: where 
 	 denotes the
number of retransmissions and 
8: denotes the number
of new transmissions. Following [22] for equations 1 –
5, we can thus write,� :8����� E 	����������
�: ����� � �D�GE�� � �

�HF E� ���
� �: �
>DF � : 	 � ! � ! � L E"! �

(1)

� 	5����� E+	#���������
 	 �$��� � �D��E%� � �
E� � � �	 �
>5F � 	.	 � ! � L E'&��

(2)
Thus, the distribution of the total number of transmission
in a slot can be written as,� ������� E 	����������
�� �$��� � ����E�� � ��

9+� �
� :�� �(� E+	 � 	M����F �)� E+	

(3)
Let us next determine the transition probabilities � � # .

We consider two cases: * � E and *+& E .
� * � E F � L E � K L-,-,.,
L � L � � K L-,-,.,�L E : This can

happen only if 
 	 & � , 
 : & K , and 
 : / �
transmissions are successful. The probability of this
can be written as,

���0/ � ! �I� �
! ��

9 � �

�� � � � � :8� �)� E+	 � 	M����� E 	�� 9.��� / � L �
/ � 	

(4)
where, � 9@� � L �.	 is the probability of � � � success-
ful transmissions given � total transmissions.

� *�� E / � L E � K L.,-,-,
L � L �G� K L-,.,-,
L � F�E : In
order for this state transition to happen, exactly
� / � unblocked nodes need to become blocked
and � blocked nodes need to be successful. The

l
k

s-k

s

M

Fig. 13. Computing 13254760859�: .
probability of this can be written as,

� �0/ �7; �I� �
! ��

9+� �

�� � � � � :8� �(� E+	 � 	M����� E+	�� 9.��� / � L � F � 	
(5)

To compute � 9M��� L � 	 we use the following simplified
model: we assume that a node cannot receive a packet
if more than one transmission is being sent to it (i.e.,
the packets identify this node as the receiver). However,
even in this case the transmission may be unsuccessful if
there are interfering transmissions that cannot be nulled
by the receiver. In other words, a packet is successful
if the node is able to make nulls in the direction of
all the interfering transmitters (note that even if a node
is not the receiver of a packet, it could still hear a
transmission if it is in the directional beam formed by the
transmitter). Thus, determining � 9@�<� L � 	 reduces to (1) a
combinatorial problem of determining the probability of
there being �=& � receivers (that are not transmitting),
(2) that all these � nodes is the destination for one of
the � packets transmitted, and (3) the probability that �
out of � receivers can correctly receive a packet given
���"F >@	 other transmissions, some of which may interfere
(see Figure 13). Given that all nodes are unique, there
are ���HF >@	 � different ways in which � packets can be
transmitted. In order for there to be exactly � successes,
we must first identify � nodes out of � F>� that will be

the receivers. This can be done in

�
� F?�

� � ways. Of

the � transmissions, � are transmitted to the � selected
receivers with the remaining ����F �@	 transmitted to the �
transmitters themselves. Then, we can write,
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� 9@��� L � 	 �
������������ �����������

K L ��� � L � / ��� � L ����� > and � ��K5	
> L ��� � � > or K L

�� �
! �	��
������� � � / � ! � �9+� �

�
� F �

� � � �
� ��

�

� � �������F1>@	 � ! 9 ��9@��� L�� 	 �
��> F ��9M��� L�� 	�	 9 ! � L ����> L � & � & K

(6)
where, ��9P��� L�� 	 is the probability of a successful packet
reception given � total transmissions and that the node
can form � nulls.

Consider Figure 14 where we show a transmission
from node � to node � . As shown, nodes � and � form
beams towards each other of beamwidth A . Interference
at node � can occur in two different ways: (a) if there is a
different transmitter within � ’s beam that is transmitting
towards � (i.e., node 	 in Figure 14(b)), � cannot form a
null in that direction, (2) if there are at least � / > trans-
mitters outside � ’s beam that are transmitting towards � ,
there will be interference because � can only form nulls
towards � transmitters. One other point to note is that,
as shown in Figure 3, when a beam is formed in some
direction, a second lobe is formed in a different direction.
Thus, even if a node is not transmitting in � ’s direction,
it can still cause interference due to the second lobe.
Putting all these observations together, we now compute
��9@��� L�� 	 .
��9@�<� L�� 	 � � � ! �� � � � ��F >� ��� -���! � � >DF -���! � ! � ! �
� ���(�No interference— � transmitters in receiver’s beam

�
� ���(�No interference from ��F � F1> transmitters outside
receiver’s beam

�
� � � ! �� � � � ��F >� ��� -���  � � >DF -���  � ! � ! �
�"� >DFB3 -�#�  � � �%$ �;: �'& / � ! � ! �	�% � �

� ��F � F1>2 �(� -�#�  %
� >�F -�#�) � ! � ! %$! �

(7)
In the above equation, we note that the probability that
a transmitter’s beam (or second lobe) is not pointed at a
given receiver is >DF 3 -�#� .

We can now use equations 4, 5, 6, 7 to write the tran-
sition matrix � . Since the Markov chain is irreducible
and all states are recurrent non-null and aperiodic, we
can then solve the system of equations,

4 �G4 � and

��

# � �
4 # � >

to obtain the steady state probabilities 4 # . Using these
probabilities, it is trivial to determine the average system
throughput *� and average delay *+ . For multihop net-
works with 0 � � � nodes ( � is the average degree),
the average throughput can be written as � *� .

A. Numerical Evaluation

We compared our OPNET simulation (using values
from Table II) against the analytical model developed
above. Figure 15 plots the throughput versus load for
a 10-node single-hop network with 8 antenna elements.
As we can see, the simulation agrees very well with
the analysis. For the multi-hop case, we considered a
40-node network with average degree comparable to the
sparse case (Figure 8). Figure 16 plots the throughput
versus load for this case when nodes have 16 element
antennas. Again, the match between simulation and
analysis is very good (at high loads it was impractical
to obtain simulation data because of the large run times
involved).
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Fig. 15. Simulation vs Analysis for 10 nodes, single-hop.

VII. CONCLUSION

This paper presents a simple tone-based protocol
called Smart-Aloha for use with smart antenna systems.
This protocol does not explicitly combat hidden ter-
minals yet it shows very high throughput, exceeding
that of many other protocols. We also demonstrate that
our protocol shares the channel fairly among multiple
competing flows. In the future, we will investigate the
performance of Smart-Aloha in multipath environments
and study the effect of training sequences on DoA
algorithms for greater precision locationing.
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Fig. 16. Simulation vs Analysis for 40-nodes, multihop case.
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