Many of real-world optimization problems are difficult to solve because, in part, they have a billions of possible solutions(exhaustively looking at each one to find the best solution is not feasible.  My area of research interest is evolutionary computation.  This field involves the design of computer algorithms that emulate the Darwinian principles of natural selection to search for solutions to difficult optimization problems.  The best known of these “evolutionary algorithms” is the genetic algorithm (GA).   A GA conducts search operations by modeling an interbreeding population that operates under the principles of survival of the fittest.    Each individual in the population encodes a problem solution.  Each individual is also a parent that undergoes a random manipulation to create offspring(i.e., new solutions.  An objective function measures the quality of these solutions and a survival of the fittest criteria selects which solutions survive to reproduce in future generations.  Done properly, the population migrates towards the optimal solution.  I am currently applying GAs to problems involving the layout of VLSI chips and to the design of adaptable systems that self-reconfigure as their operational environment changes.  Work on this latter topic is funded by NASA.   Key aspects of my research will be presented in my newly created graduate course ECE 510 (Genetic Algorithms), which is scheduled for the Winter 2002 quarter.

Equally important is the undergraduate curriculum.  Most of the digital design performed today relies on hardware description languages for specification and testing.  Recently approved is my new course ECE 351 (Hardware Description Languages & Prototyping) which is a formal programming class in the Verilog hardware description language.  Additionally, students will be introduced to the latest logic synthesis techniques and corresponding design automation tools.  This class is scheduled to be offered in the Winter 2003 quarter.
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