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Many real-world optimization problems are difficult to solve because, in part, they have an exponential number of possible solutions(exhaustively looking at each one to find the best solution is not feasible. The class of NP-complete problems falls into this category. We can, however, collect all possible solutions onto a hypersurface, where each point corresponds to a unique solution. We can then design a computer algorithm that explores this hypersurface, searching for the globally best solution. Unfortunately, in many cases the hypersurface contains numerous local optima so this search is unlikely to be successful. The only hope of finding an acceptable solution in a reasonable amount of time is to conduct a heuristic search.

A number of heuristic approaches such as tabu search and simulated annealing have been used with varying degrees of success.  Nevertheless, for the past several years a considerable (and growing) interest has been given to algorithms that simulate Darwinian evolution to conduct a search.  Three fundamental algorithms of this type are the genetic algorithm, the evolution strategy, and evolutionary programming. Each of these algorithms begins with a population of trial solutions (parents) that are subjected to stochastic operations to produce new trial solutions (offspring). An objective measure of performance is used to assess the ``fitness'' or ``error'' of each trial solution, and a selection process determines which solutions should be kept to become parents in future generations. Done correctly, the population migrates to regions of the hypersurface that contain good solutions. In a broad sense, these algorithms search by emulating the ``survival of the fittest'' process found in Nature. These algorithms are ideally suited for finding good solutions to combinatorial problems, constrained optimization problems, multi-attribute problems and real-valued parameter problems. Application areas include drug design, neural network design, VLSI testing, scheduling problems, and all varieties of NP-complete and NP-hard problems. 

This class introduces the students to the three fundamental algorithms of evolutionary computation. A survey of the current literature in the field is conducted.  Each student will use these algorithms to find good solutions to several difficult optimization problems. These programming projects are in lieu of all examinations except for the final exam. The course prerequisites include successful completion of a class in data structures and competency in a higher-level computer language (e.g., C or C++).   Some background in graph theory would be beneficial.

This course is offered as an OCATE course and so it will be taught at the Capitol Center in Beaverton.  It is scheduled for MW 1600-1750.  For further information, contact Dr. Garrison Greenwood (greenwood@ieee.org). 

