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Objective
Navy Relevance and Transition Potential

Approach

A significant challenge in tracking targets in multistatic active geometries is the large dimensionality and inherent uncertainty of the track hypothesis space. Traditional tracking approaches (such as Bayesian state estimators) rely on prescribed target kinematics to describe track evolution, but cannot easily incorporate the effects of shallow water multipath. In this effort we propose a new physics-based tracking constraint that exploits the multipath structure to limit the possible target tracks, and an accompanying evolutionary tracking algorithm to incorporate non-traditional knowledge-based processing and learning.

We propose applying the invariance principle (first suggested by Brehovskiih) to exploit shallow channel multipath. While the invariance principle is approximately invariant to details of the ocean environment, it still provides a useful relationship between source frequency, frequency offset, target range, and target range rate. For a broadband waveform, the invariance principle suggests a method to constrain the track hypothesis space by relating the frequency dependent signal characteristics to physically realizable target range rates. Successful application of this principle will result in increased track confidence, accumulated target gain, and increased clutter discrimination.

An alternative to traditional tracking methods, a Genetic Algorithm (GA) is a population-based stochastic method that uses the principles of Darwinian evolution to conduct searches in multi-modal, high-dimensional solution spaces. Predictive models are not required. Emerging research in evolutionary processing has demonstrated several methods of naturally accommodating constraints, suggesting GAs may provide a flexible approach to time evolutionary processes such as tracking. Finally, GAs are widely used in data mining applications, which makes them a good choice for extracting knowledge from sensor detection data. 

The major innovations for this research are the thus two following concepts:

· Application of the invariance principle with broadband sources to constrain allowable target kinetics for improved tracking

· Utilization of a genetic algorithm to explore and ultimately derive knowledge from the multi-dimensional track solution space.

Statement of Work (Short)

We will consider a multistatic active sonar geometry with moving target(s) and a rough, reverberant ocean bottom. Scatter from both the target and the reverberation travels in a shallow water multipath environment which is assumed unknown by the sensor network. The multistatic configuration initially considered will be a fixed/drifting grid of sensors, and later this may be extended to relocatable or movable assets. The source(s) produce a Doppler sensitive waveform (such as LFM) that either has a large instantaneous bandwidth, or utilizes a frequency hopping approach to populate a large bandwidth. After appropriate matched filter processing, sensor detections in the network will then correspond to bistatic range and Doppler values within this band. 

The detections will be processed by a GA which conducts a search for likely target trajectories over the multi-dimensional solution space. The GA extracts knowledge by forming time series embedded in a time-delayed vector space, and then exploring this space to identify clusters that represent track event templates. Multiple criteria will be applied to determine track “worthiness”, including traditional constraints (such as kinematics) as well as the invariance relationship imposed by the channel physics. 

To evaluate and quantify the merits of the proposed effort, an understanding must be gained of both the utility of the invariance principle and the tuning of the GA. Thus, the proposed effort will entail: 1) formulating the invariance principle as a tracking filter for broadband active sonar waveforms, 2) constructing and optimizing the GA, 3) developing a simulation for multistatic sonar geometries, and 4) applying the algorithms to multistatic data. To rigorously capture of the propagation physics (and evaluate the utility of the invariance principle) we propose to use normal mode expressions for moving sources in bistatic geometries. The model will allow examination of the dependence on ocean environment and can also be used to interpret/process multistatic active data. (We propose working with the APL/UW to obtain appropriate data.)
The output of the research will be to apply appropriate Figures of Merit (FOM) (probability of detection, false alarm rate, track error, etc.) to quantify the increase in tracker performance due to the above concepts.
Statement of Work (Extended)

This section provides a detailed statement of work focused on the four tasks: 1) formulating the invariance principle as a tracking filter for broadband active sonar waveforms, 2) constructing and optimizing the GA, 3) developing a simulation for multistatic sonar geometries, and 4) applying the algorithms to multistatic data. Discussion of the first two tasks includes more detailed technical discussion. Specific tasks, activities, and deliverables for the three year effort are described for all four tasks.
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Figure 1 Example of a section of an active sonar sensor grid consisting of multiple receivers and a single source. The target is detected at 3 positions by multiple source/receiver pairs over the observation time. Equi-range ellipsis are shown for first source/receiver pair.

Formulation of the Invariance Tracker
Consider a grid of Ns underwater sensors composed of sources and receivers (as shown in Figure 1) and distributed in the x-y plane. We consider the problem of active sonar tracking using this system in the case where either only range is measured, or  range and Doppler are available. The bistatic range of a target at time tl detected at frequency k at the ith receiver due to illumination from the jth source:
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where nr is Gaussian white noise, 
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 denotes the (fixed) position of the jth source and ith receiver, respectively; and the dependence on frequency will be discussed later. (Note that in the above equation several simplifying assumptions have been made, such as the neglect of the multipath propagation effects and the use of a single time tl for source, target, and receiver - thus neglecting the small time difference due to propagation time). For Doppler sensitive waveforms, a similar equation for the Doppler measurement can be written: 
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The bistatic ranges identify a localization ellipse with focus 
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, while the Doppler associates a target speed that lies on a line (it should be noted that the width is determined by the range/Doppler resolution). The target position at any given time is specified by its (x,y) location, and would require at least two independent measurements for resolution, provided sufficient SNR existed. 
For a distributed network, target detections at any given time will occur only on a subset of course-receiver pairs (depending on range, target aspect, propagation, etc.). In addition, false alarms and interference from reverberation (as well as direct path source energy) will produce additional (unwanted) detections. An effective tracking algorithm  attempts to identify detections whose sequence satisfies some constraint, usually a state-space representation such as a Kalman filter. In this work, an additional, physics-based constraint is introduced which will reduce the dimensionality of the tracking subspace. The constraint is based on the invariance principle introduced by Brekhosvkih
 as:
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and  is a parameter found to be approximately unity in many shallow water environments. This relationship has received much attention in recent years because it captures the multipath behavior of acoustic propagation, but in a simple form that doesn’t require knowledge of the details of the environment. As an example, D’Spain and Kuperman
 utilized invariants for analysis of broadband spectrograms, demonstrating the ability to identify significant features in the time-frequency domain. The key factor to applying the invariance principle is the recognition that the range variation is related to the time-dependent target position through specification of the target track. 
The invariance principle provides a means for predicting when significant acoustic intensity will be observed from a source at range r and frequency . We propose using this to prune the track hypothesis space for multistatic sonar. To illustrate the concept, consider a broadband active sonar system that produces pulses at discrete times tl  and with a center frequency k that exists within the operating band. According to the invariance principles, detections will occur at bistatic ranges that satisfy
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where the target ranges 
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 are as given in (1), and with r and = k+1-k satisfying the equation in (3). The above equation relates observations of bistatic range (made at times tl and tm, and with the i,jth and p,nth source/receiver pairs) to the time evolution of the target position – or its track. Thus, it provides an additional constraint with which to explore the track hypothesis space. A similar relationship exists for the Doppler. 
One question that arises is applicability of () for a given system bandwidth. To address this, first consider two detections that occur on the same source/receiver pair (i.e., i,j = p,n). Under this assumption, the change in target range is 
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( the factor of ½ is because of the two paths that contribute to the bistatic range). So (for example) a 25% bandwidth would correspond to a 50% change in target range. Depending on the size of the source/receiver grid, this may be observable at only a few points (for a small grid) or for several. A sequence of measurements can be globally constrained by “daisy-chaining” measurements together using the relation in ().
When the source/receiver pairs are different, the amount of physical target motion encompassed by the invariance constraint can be quite large. This can be seen in Figure 1, where the bistatic range measured at t0 and t2 doesn’t change appreciably (thus is observable over a small frequency band) but the target location changes substantially.
Formulation of the invariance tracker requires further development of the analytical relationships discussed above, and incorporation into a multistatic tracking algorithm. This entails:

· Development and modeling of the invariance tracking algorithm

· Analytical exploration of source/receivers geometries

· Examination of various pulse waveforms and system parameters

· Definition and evaluation of Figures of Merit (FOM)
· Consideration of complicating factors such as range dependence, spectral variation (peak broadening), etc.
Deliverables include detailed technical reports and briefings containing the analytical framework and computed results for canonical geometries. Schedule for the tasking is shown in subsequent sections.

Genetic Algorithm 
The genetic algorithm (GA) searches through a multi-dimensional solutions space for likely target trajectories. Specifically, the GA will identify clusters that represent track event templates in a time-embedded vector space. Before discussing the GA development task it is important to understand how this vector space is created.

Consider a time series
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where t is a time index and N is the total number of samples from a sensor. (For simplicity, assume X is range only data from a single receiver.) The goal is to discover items of interest, which in this case are potential target trajectories. This time series is complex and often irregular, non-periodic and possibly even chaotic. Our method identifies temporal structures in the time series by first forming a reconstructed vector space from data samples, and then by using a genetic algorithm (GA) to search for optimal heterogeneous (i.e., varying dimension) pattern clusters that predict target trajectories.

Our proposed method involves three steps:

1) vector space reconstruction

Given a set of Q data samples
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where rt is a column vector (and also a point in the vector space), t is an integer in the interval [(Q(1)( +1, N] and ( is a time delay. Note that different cluster patterns may have different Q values. Each vector, referred to as an embedding, is a point in a Q-dimensional vector space. 
2) define a event characterization function

Temporal patterns are hidden structures in a time series that are characteristic and predictive of events (in our case, possible target trajectories). All temporal patterns are points in the Q-dimensional vector space, but not all points are temporal patterns. The event characterization function g(rt) maps every embedding onto the real number line. This function value measures how well the occurrence of rt predicts a future event. (The g(rt) definition incorporates the invariance and velocity constraints.)
3) construct heterogeneous collections of temporal pattern clusters

Temporal pattern clusters are open balls of radius ( in a (Q+1)-dimensional vector space. An objective function f maps a collection of pattern clusters C onto the real number line. This real number value orders pattern clusters according to their ability characterize target trajectories. (A trajectory is indicated whenever a point xt is within a cluster c ( C.)  

4) search for a single optimal temporal pattern cluster using a GA

The GA is a stochastic search algorithm that mimics evolutionary forces found in nature to conduct searches in high-dimensional spaces. The objective function value f (C) indicates how well a collection of pattern clusters C can predict target trajectories. In this research effort the GA must search for a collection of pattern clusters with the highest objective function value. 
The GA actually manipulates a population of solutions as it conducts a search. Each individual in this population is a unique solution to the optimization problem of interest. Individuals are temporal pattern clusters in this research. A population of individuals is therefore a set of clusters and the objective function value measures the quality of each cluster. There are several possible quality measures including statistical significance, minimizing false positives, and prediction accuracy. New individuals are created each generation (iteration) by randomly moving throughout the Q-dimensional vector space, searching for a cluster C* that has the highest objective function value. 
During the testing phase, which can be done in either real-time or batch mode, a candidate time series is embedded into the vector space. The optimal cluster, C* is used for identifying and predicting events. An event is predicted whenever a vector point rt formed from a set of Q samples falls within C*.

The GA design involves more than just coding the algorithm. GAs have a number of tunable parameters (population size, mutation probability, etc.) that must be determined before any real search operations commence. Fine-tuning is therefore essential to creating an efficacious search algorithm. Unfortunately there are no canned answers, no design formulas, and few rules available to do this fine-tuning because these tunable parameters are highly problem dependent. This phase of the design depends on the expertise and experience of the algorithm designer.
Designing the GA requires formulating the vector space embedding and mapping functions followed by fine-tuning. This entails:

· mapping data samples into a vector spaces of varying dimensions

· definition of the characteristic event function that incorporates variance and velocity constraints

· definition of the objective function

· coding the GA

· fine-tuning the GA 

· GA verification.

Deliverables include detailed technical reports and briefings describing the embedding method, function definitions, and testing results. Schedule for the tasking is shown in subsequent sections.
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Active Sonar Simulation

To test the viability of the invariance tracking and the evolutionary algorithm an active sonar simulation will be developed. The simulation will have sufficiently high fidelity to capture the physics of the underwater propagation, but provide computational efficiency suitable for broadband applications.

The model will be capable of producing synthetic data for an arbitrary grid of sources/receivers with a specified pulse waveform (for example, LFM).  A future extension was to allow sensors to move and/or drift.  The signal model will include the acoustic field due to a moving target(s) (with variable, i.e., non-linear motion profiles); reverberation from the ocean floor with multipath effects; and white background noise. The acoustic propagation will be modeled using Kraken to generate normal modes for a suitable shallow water environment. Motion of the target will be computed using the approach suggested by Hawker
.

The frequency domain response generated from Kraken will be transformed into the time domain using the group velocity approximation developed by Ellis
. This approach provides a (computationally) feasible method of synthesizing a time domain response, and can be modified to include weighting from the pulse spectrum, target spectrum, or frequency-dependent scattering. It is applicable to both the target and the reverberation returns. 
Thus, the multistatic simulation development entails:

· Use of Kraken to generate signatures from a (arbitrarily) moving target

· Group velocity approximation with pulse weighting to transform into the time domain

· Inclusion of spatially distributed reverberation traveling via normal modes from source to receiver

Deliverables include detailed technical reports and briefings providing results and validation of the above model, and then application to the invariance tracker. Schedule for the tasking is shown in subsequent sections.

Application to Data 

The final task is to apply the invariance tracking algorithm to bistatic data. It is proposed to work with ONR to identify suitable experimental data that will be available. Requirements of the data are: distributed source/receiver geometries; broadband pulse waveforms; moving source (surrogate target) with known motion characteristics; and good environmental characterization. It is anticipated that the output of the earlier tasks will refine the viable geometries for experimental collections. 
Deliverables include detailed technical reports and briefings providing comparison and validation of the applicability of the invariance principle to accurately describe observed target motion. Data analysis – in conjunction with analytical development (task 1) and simulation capability (task 3) will lead to increased understanding of the underlying physics. Schedule for the tasking is shown in subsequent sections.

Schedule

The tasking described in the preceding sections is shown in the table below over the three year execution period, with the relevant performers and their contributions.
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Experimental Data and Sea-trials
As stated previously, we propose to work with ONR to identify suitable past or future data collection opportunities. In particular, we anticipated working with the team at the Applied Physics Laboratory (APL) where Lisa Zurk holds an Affiliate Principal Scientist appointment. 

PI/Team Qualifications

The Principal Investigator, Professor Lisa Zurk, has substantial experience in modeling wave propagation and scattering in underwater acoustics for development of advanced physics-based signal processing techniques. She also has experience in radar which involve modeling broadband pulse responses, waveform design, and evaluation of active sensor (bistatic) geometries. Finally, she has extensive experience in evaluating integrated system concepts for applicability to military problems, and has an active S clearance (held jointly at MIT/LL and APL/UW). Professor Garry Greenwood need input here. Please see attachments for Curriculum Vitae of key personnel, and following section (Performer Qualifications) for a description of assets and infrastructure.

Please see Budget section for supported time commitment for key personnel; it is envisioned that Professor Zurk and Professor Greenwood will also spend an appreciable amount of the academic year supervising the graduate student on this research.
Performer Qualifications

The Northwest Electromagnetics and Acoustics Research laboratory (NEAR-Lab)
 resides within the Electrical and Computer Engineering Department at Portland State University under the direction of Professor Lisa Zurk. The mission of the NEAR-Lab is to develop knowledge of electromagnetic and acoustic phenomenon in order to devise and evaluate advanced signal processing applications, with applications in radar and sonar. In addition to a well-equipped space to accommodate student/researcher activities and interaction, the NEAR-Lab also has eight high-performance PCs. In addition, a body of Matlab code already exists that provides functionality for calculating array excitation and acoustic fields by using the normal mode program Kraken. This effort would build on the already present code base to quickly devise a high-fidelity simulation and data analysis capability.
Budget
This effort is proposed as a three-year activity, October, 2005 - September, 2008. Execution will be performed by Dr. Lisa Zurk (PI) and a full time graduate student in the ECE Department at Portland State University. Dr. Garrison Greenwood, who is an expert in evolutionary algorithms, will also participate. The estimated funding level is:
	Budget Item
	FY06 ($k)
	FY07 ($k)
	FY08 ($k)

	Zurk (2 month summer salary)
	37
	37
	37

	Greenwood (one quarter consulting)
	13
	13
	13

	Graduate student 
	30
	30
	30

	Equipment/materials/travel
	12
	12
	12

	Total:
	$92k
	$92k
	$92k
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