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ABSTRACT

Introduction

Prediction of Device Temperatures
with Depth-Averaged Models of the Flow Field

over Printed Circuit Boards

Convective heat transfer from electronic devices
mounted on a printed circuit board is simulated with an
efficient Computational Fluid Dynamics (CFD) model.
The computer time necessary to calculate a solution to
the flow field is greatly reduced by solving the depth-
averaged (DA) flow equations for the fluid flowing above
the devices. The DA flow field is then coupled to the full,
three-dimensional energy equation in the fluid and in the
solid materials comprising the circuit board and the elec-
tronic devices. Because the temperature is determined by
solving the conjugate problem, no heat transfer coefficient
needs to be specified on the outer surface of the devices.
This paper provides an overview of the theory behind the
depth-averaged and three-dimensional energy equation
models. Incorporation of the essentially two-dimensional
depth-averaged flow fields in the three-dimensional energy
equation is described. The combination of the DA flow
field and the three-dimensional energy equation does not
yield the same level of detail as a conventional three-
dimensional CFD code. The advantage of this approach,
however, is that it makes significantly lower demands on
the computational hardware and it obtains useful solutions
in much less time than conventional CFD codes.

Technological advances in semiconductor electronics
have produced computer components with increasing so-
phistication and increasing numbers of transistors per com-
ponent. An unwanted consequence of higher circuit density
is an increase in the power dissipation rate per unit volume

for the individual components and for the computer cabinet
in which they are housed. As a result thermal management
of electronic components and electronic enclosures has be-
come an integral part of electronic equipment design.

The topological complexity of electronic equipment
makes it difficult to apply the results of classic theoreti-
cal and experimental studies to the details of thermal prob-
lems in electronic packaging. A single board is placed in
a cabinet that forms complex flow passages, which can be
changed as optional cards are added or removed. Circuit
boards are assembled from small devices having varying
sizes and shapes. Though there is a trend toward fewer,
larger packages, circuit boards still have a geometric com-
plexity far beyond that found in the classical problems of
convective heat transfer. To address this gap in informa-
tion many studies have been performed for the geometry
and flow regimes found in electronic equipment.

Moffat and Ortega (1988) survey a broad range of ex-
perimental data applicable to circuit board analysis. Given
an adiabatic heat transfer coefficient and the thermal wake
function one can estimate the average temperature of an
electronic device with relatively simple calculations. The
utility of this approach has been demonstrated by compari-
son with detailed computer modeling (Anderson, 1994).

The intense competition and short product design cycles
in the computer industry require that packaging engineers
find design solutions quickly. This pressure has resulted in
the development and use of computer-based design tools.
Thermal network methods have been used to create mod-
els of varying detail and complexity. This technique can be
used to simulate the internal details of a single component,
or an entire computer cabinet. Ellison (1989) describes net-
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work and analytical procedures for thermal as well as flow
modeling.

Finite-element, finite-difference and other types of dis-
crete models are used with increasing regularity. Multidi-
mensional heat conduction models have been used to study
the temperature distribution inside of components and in
the circuit board (Hardisty & Abboud, 1990; De Mey &
Van Schoor, 1988; Chen & Chang, 1987). Conduction-only
models require knowledge of the heat transfer coefficient
between the component and the coolant. Given the internal
complexity of integrated circuit packages, these heat con-
duction models will continue to be very important to de-
signers. The shortage of data on local heat transfer coeffi-
cients for the complex geometries found in electronic cool-
ing applications, however, is the primary weakness of this
approach.

Commercial packages have emerged that are dedicated to
thermal analysis of printed circuit boards and enclosures for
electronic equipment. General purpose computational fluid
dynamics (CFD) packages are capable of modeling the full
spectrum of problems—from individual electronic devices,
to full computer cabinets—faced by a packaging engineer.
The drawback to using these codes is the cost in computer
hardware necessary to use the software, and the time neces-
sary to achieve a complete analysis. Neither the hardware
cost or the time investment prevents the use of these tech-
niques, yet both are an obstacle to routine use.

Several numerical studies with two-dimensional CFD
codes have been published. Early models involved ducts
with flush mounted heaters (Incropera , 1986) and
ducts with two-dimensional ribs transverse to the main
flow (Davalath & Bayazitoglu, 1987; Zebib & Wo, 1989;
Agonafer & Moffatt, 1990).

Detailed three-dimensional models are feasible, but the
time to achieve the numerical solution on a workstation
class computer is longer than many packaging engineers
are willing to wait. Anderson (1993) used a commercial
CFD code to perform a 3D simulation of a single column
of heated blocks. Each run took 16 hours on an IBM 540
scientific workstation.

Waiting several hours for the completion of one simula-
tion is a major drawback to using fully three-dimensional
CFD codes. In response we have developed a board-level
modeling technique using an adaptation of CFD. A numer-
ical solution to two-dimensional flow equations is coupled
with a numerical solution to the three-dimensional energy
equation. The result is the temperature distribution in the
electronic components and in the fluid. This new analy-
sis method lies on the spectrum between conduction solvers
requiring heat transfer coefficients as inputs, and full CFD
simulations which require extensive computing resources.

The approach described in this paper requires the intro-
duction of mathematical simplifications and semi-empirical

models. The two-dimensional flow equations are obtained
by analytically integrating the three-dimensional continu-
ity and momentum equations across the fluid layer above
the electronic devices. The result are the so-called depth-
averaged (DA) flow equations. Since the devices protrude
from the circuit board, the fluid layer has a variable depth.
The shear stresses on the top and bottom of the fluid layer
are included in the depth-averaged momentum equations
via correlations of shear stress for fully-developed duct
flow. Variations in depth of the fluid layer result in pres-
sure and wall shear stress variations in the DA momentum
equations. The topology of the circuit board, therefore, in-
fluences the flow.

The DA flow field is used in the solution of the three-
dimensional energy equation in the fluid layer and in the
electronic devices. By solving the conjugate heat transfer
problem the need to specify a heat transfer coefficient is
eliminated. The DA flow field, however, lacks information
about the vertical velocity component, and the vertical vari-
ations of the velocity components parallel to the plane of the
circuit board. This information is provided by models de-
rived from fully-developed flow.

The DA flow and three-dimensional energy equation
models are embodied in separate computer codes that ex-
change information. The overall problem specification pro-
cess is managed by a preprocessor that serves as a user in-
terface to the two analysis codes. The result of these efforts
is a computer package called the Printed Circuit Board Con-
vection Analysis Tools, or PCBCAT. In a companion pa-
per (Recktenwald, 1995) the PCBCAT are described from
the perspective of someone using the tools to model a cir-
cuit board.

The goals of this paper are to (1) review the basic DA
model equations for momentum and mass conservation, (2)
present models for shear stress used in the DA model, (3)
explain how the two-dimensional, DA flow field is used
in the solution to the three-dimensional energy equation
model, and (4) present the eddy viscosity turbulence model
used in the solution to the three-dimensional energy equa-
tion.

The following section summarizes the numerical mod-
eling and solution algorithms embodied in the PCBCAT
codes. First the DA continuity and momentum equa-
tions are presented and their solution with the standard
pressure-correction based solvers is outlined. Then the
three-dimensional energy equation is discussed. The essen-
tial step of transforming the DA flow field into a suitable
three-dimensional flow field for use in the energy equation
is shown in detail.

The depth-averaged equations are derived from the three-
dimensional Navier-Stokes equations for the flow of a New-
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Figure 1: A thin layer of fluid suitable for depth-averaging.

tonian fluid, see e.g, Currie (1993).

(1)

(2)

The unsteady terms in these equations must be included to
properly affect the transformation to the DA form. The fi-
nal computer implementation involves solution of only the
steady equations. To reduce the three-dimensional flow
equations to two-dimensional DA equations, assume that
the domain of interest is a relatively thin layer of fluid as
represented by the sketch in Figure 1. At any position in the

- plane let be the location of the bottom of the
fluid layer and be the location of the lid of the fluid
layer. The layer thickness, , is defined by

(3)

The depth-averaged equations are obtained by integrat-
ing over the narrow gap in the direction. The result is
(with only)

(4)

(5)

where the DA velocities and shear stresses are

(6)

Depth-averaging of the conservation equations removes
the -direction variations of the dependent variables and it
introduces -direction flux terms on the bottom and lid sur-
faces of the domain. In the momentum equations these flux
terms are shear stresses. At this point we must directly in-
troduce a model to relate the bottom and lid shear stresses
to the DA velocities.

The flow field over and around the electronic compo-
nents on a PCB is complex and three-dimensional. There
are recirculation zones upstream and downstream from the
components. The DA model cannot resolve recirculation
regions with vertical ( -direction) velocity components.
Without solving the three-dimensional momentum equa-
tions there is no way to incorporate vertical velocity compo-
nents. The choice, then, is how best to represent the bottom
and lid shear stresses in a way that is computationally eco-
nomical while retaining the basic behavior of the flow. The
only solution we have found is to use the fully-developed
velocity profiles for laminar and turbulent flow.

The DA flow equations implicitly assume that there is
a relationship between the true, three-dimensional velocity
fields, , and the DA velocity fields, . The
lid and bottom shear stresses in equation 5 are obtained from
this relationship.

First consider laminar flow. For fully-developed laminar
flow between parallel plates the velocity profile can be writ-
ten

(7)

where is the direction normal to the plates, is the plate
spacing, and is the average velocity. Given this profile
the wall shear stress terms are

(8)

When the laminar flow equations are being solved, equa-
tions 8 are substituted into equation 5.

When the flow is turbulent the velocity profile for fully-
developed turbulent flow in a parallel plate channel is used
to specify the wall shear stress. In the DA model only
the wall shear stress as a function of local mean (depth-
averaged) velocity is needed. The wall shear stress is com-
puted from the friction factor

(9)

where is the magnitude of the local DA velocity vector,
i.e.,

(10)

For a given flow the numerical value of is computed
from Prandtl’s semi-empirical formula (Cebeci & Brad-
shaw, 1984)

(11)

where is the Reynolds number based on hydraulic diam-
eter of the duct. We assume that for any one run of the DA
model the value of is constant, but that the local wall fric-
tion varies with according to equation 9. Thus, increases
in local velocity correspond to local increases in the wall
shear stress.
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Numerical Implementation

The Pressure Field

Energy Equation

Figure 2: Control volume used to obtain the discrete forms
of the depth-averaged momentum and continuity equations.

The DA model is implemented in a computer code based
on the control-volume finite-difference formulation. The
steady forms of equations 4 and 5 are integrated over the
control volume show in Figure 2. Note that the -direction
dimension of the control volume is the layer thickness, .

The gap profile is specified at each computa-
tional node and is assumed to be uniform over each control
volume. Thus, whenever there is a change in gap height,
there is a discontinuous change in at the boundary be-
tween adjacent control volumes. We chose discontinuous
gap height variation instead of the continuous gap variation
as suggested by Figure 1 because the geometry of PCBs in-
volves step changes in component height. Step changes in
gap height means that the area of adjacent control volume
faces is not equal. In computing the flow of conserved vari-
ables from one control volume to the next the flux is con-
tinuous and the flow area is the minimum of the flow area
of the two adjacent control volume faces. In this way we
maintain the conservative properties of the control-volume
finite-difference formulation.

Coupling between the momentum and continuity equa-
tions in the DA model is achieved with the SIMPLER algo-
rithm (Patankar, 1980). Additional details on implement-
ing the DA model are discussed by Rodi et al. (1981) and
Choudhury (1986).

The DA pressure field satisfies the discrete form of the
DA momentum and continuity equations, cf. equations 4
and 5. The discontinuous changes in fluid layer thick-
ness result in discontinuous velocity and pressure fields as
demonstrated in the following example

Consider the two-dimensional flow situation depicted in
Figure 3. A single rectangular rib extends across the entire
width of a parallel plate channel. The rib height is chosen to

Figure 3: Flow in a parallel plate channel having a single
rectangular rib attached to the bottom plate. The upper fig-
ure depicts the actual, two-dimensional flow. The lower fig-
ure shows the depth-averaged flow field when the rib height
is equal to one fourth of the channel height.

be one fourth of the channel height, though the actual size
of the rib is unimportant for the current analysis. The upper
figure is a qualitative representation of the two-dimensional
flow pattern. The lower figure shows the corresponding DA
flow field. The variation of the DA velocity can be obtained
directly from the continuity equation, i.e.

(12)

where subscripts 1 and 2 indicate any two stations along the
channel. Equation 12 shows that step changes in the fluid
layer thickness require step changes in the DA velocity.

The DA pressure is also discontinuous at these jumps
in layer thickness. It is possible to directly compute the
pressure distribution for the one-dimensional pathological
case depicted in Figure 3. Results of such calculations for

are shown in Figure 4. The two
curves are for channel to rib height ratios of and
respectively. The pressure is made dimensionless with the
dynamic head, and the inlet pressure for both cases
is set equal to zero. The spike in the pressure at the leading
edge of the rib also occurs in the multidimensional version
of the DA flow field as shown by results in (Recktenwald,
1995).

The three-dimensional energy equation is

(13)
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Figure 4: Depth-averaged pressure for one-dimensional
flow in a parallel plate channel having a single rectangu-
lar rib attached to the bottom plate. The rib extends from

to . The two curves are for rib to chan-
nel height spacing ratios of and , respectively. The
Reynolds number based on plate spacing is 100 for both
curves.

where are the local, three-dimensional velocity compo-
nents, and are the density and specific heat of the fluid,

is the thermal conductivity of the fluid or solid (depend-
ing on position in the domain), is the eddy diffusivity for
energy transport, and is the volumetric heat generation
rate resulting from the dissipation of electrical power. To
solve this equation, the DA velocity field obtained by solv-
ing equations 4 and 5 must be expanded to occupy the entire
fluid layer.

The energy equation needs a three-dimensional flow
field, but the DA model contains no information about the

velocity component. In addition, use of the DA flow field
in the 3D model requires the introduction of assumptions
about the shape of the and velocity profiles in the
direction, and the extent of the flow in the direction.

In an earlier paper (Ma & Recktenwald, 1993) extensive
quantitative comparisons were made between predictions of
the 3D energy equation model and experiments. The accu-
racy of the predictions was found to depend on the assumed
shape of the velocity profile (uniform or fully-developed).
For some data sets the uniform profile gave better results
and for other data sets the fully-developed profile gave bet-
ter results. The option of using either type of profile is re-
tained in the 3D energy equation code.

When the fully-developed profile is used the variations
of the and components are obtained from the same
profile assumption that determines the top and bottom shear
stresses appearing in equation 5. When the uniform pro-
file is used the velocity components at all positions are set
equal to their values obtained from the DA model at a given
point in the - plane. In either case the profiles are spec-
ified such that mass is conserved for each control volume
and for the domain as a whole.

Step changes in channel height, as in Figure 3, cause
problems in interpreting the DA flow field in the energy
equation model. The velocity field in equation 13 is three-
dimensional. The -direction variation of is obtained
from the profile assumption used to compute the wall shear
stress in the DA model. This still leaves a question of how
to account for the vertical velocity component necessary
to maintain mass conservation immediately upstream and
downstream of step changes in channel height.

After some experimentation the following procedure was
chosen for assigning the velocity field in the 3D model. For
any circuit board, define the fluid gap, as the distance
from the top of the tallest electronic component to the lid
of the fluid layer. This fluid gap is depicted in Figure 5. We
then arbitrarily assert that all the flow is confined to this gap.
This is at least qualitatively consistent with experimental
and numerical results obtained by other researchers, see e.g.
Garimella and Eibeck (1991) and Kim and Anand (1995).
The assumption of a uniform gap for the flow is used only in
the 3D model. The DA model includes the changes in bot-
tom surface topology, and the velocity field satisfying equa-
tions 4 and 5 reflect the blockage effects of electronic de-
vices and other obstacles. Because the flow in the 3D model
is confined to the gap, the DA velocity components must be
scaled so that the flow rate is the same in both models. The
is achieved with the following simple calculations

(14)

where and are the scaled, DA velocity components
exported to the 3D model.

This model has the following consequences. There are no
-direction velocity components in the 3D flow field. The

fluid velocity is zero at all points below the gap. The ac-
curacy of this flow model will degrade as the variation in
component heights on the circuit board increase. Because
the flow is confined to the gap, the fluid velocities in the gap
will be somewhat higher than they would be in a real cir-
cuit board. One might therefore expect that the model will
overpredict the heat transfer rate from the top of the com-
ponents. On the other hand, the model will underpredict the
heat transfer rate from the sides of the components.

The flow model just described is not likely to give highly
accurate results for heat transfer from isolated components.
For a densely populated circuit board, however, the flow
will predominantly occur in the space above the compo-
nents, and the DA flow model should be more applicable.
It is for such densely populated circuit boards that thermal
management is most critical, and the models described here
should be useful in these situations.
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Figure 5: Two dimensional (elevation view) representation
of the velocity profile used in the PCBCAT model. The
shaded boxes labeled “device” are electronic components
attached to the bottom surface of the domain.

Use of fully-developed profiles in the 3D model involves
calculating the local, -direction variation of the velocity
components as function of the local, scaled, DA velocity
values. For laminar flow, the variation of the
and velocity components are computed from
equation 7 where the from equation 14 are used in place
of , and is used in place of .

For turbulent flow the fully developed turbulent profile is
evaluated with the procedure recommended by Cebeci and
Bradshaw (1984). This is different from earlier work (Ma &
Recktenwald, 1993), where we developed our own proce-
dure for assigning the velocity and eddy viscosity profiles.
The fully-developed turbulent profile is applied to the local,
DA velocity vector, not to the separate DA velocity com-
ponents. Let be the magnitude of the local, DA veloc-
ity as defined in equation 10. Then is the local veloc-
ity profile with average velocity equal to . Once is
known the components and are com-
puted from

(15)

where

(16)

As recommended by Cebeci and Bradshaw (1984), the
profile is obtained by numerically integrating

(17)

where is a dimensionless length scale including a van
Driest damping term,

(18)

is a length scale adapted from Nikuradse’s mixing length
formula,

(19)

and is the midpoint of the fluid layer. In the preceding
equations the velocity scale is the friction velocity

where is evaluated from equation 9.
Equation 17 is integrated for each column of control vol-

umes in the - plane. The result is a profile, of the
velocity magnitude based on the magnitude of the DA ve-
locity at a given point in the plane.

The effect of the Reynolds stresses in enhancing the ap-
parent diffusion of momentum and heat is simulated with a
simple eddy viscosity model.

In the 3D energy equation model the eddy viscosity pro-
file is evaluated with the procedure recommended by Ce-
beci and Bradshaw (1984). At each - position along the
duct, the -direction variation of the eddy viscosity profile
is calculated from

(20)

where is the integrand of equation 17. The eddy
diffusivity for thermal energy transport is obtained by as-
suming that the turbulent Prandtl number equals one, i.e.,

with .
In the DA model the effective viscosity is taken to be

where is the value of at the mid-
point of the duct as calculated from equation 20. A sin-
gle value of is used throughout the DA calculation do-
main.

The 3D energy equation model is implemented in a com-
puter code based on the control-volume finite-difference
formulation. The discrete form of the 3D energy equation
is obtained from equation 13 using standard practices for
three-dimensional equations. Refer to Patankar (1980) for
details.

The convection modeling scheme in both the DA and
3D energy equation models is first order upwinding. This
is widely known to lead to artificial smearing of gradients.
Given the many other approximations built into the mod-
els we felt that the first order upwinding provides acceptable
accuracy for the current implementation.

Specification of the physical problem and control of the
numerical solution is achieved via commands to a prepro-
cessor, which is described in a companion paper (Reckten-
wald, 1995). The preprocessor separates the user from in-
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ternal minutiae of the analysis codes, such as the node num-
bering or the number of degrees of freedom to specify at
a boundary. Given input from the user, the preprocessor
builds its internal description of the problem by assembling
lists of geometric objects. These objects are either probes,
patches, or blocks. (Higher level objects, e.g., electronic de-
vices, are under development, but have not been completely
implemented as of this writing.) The analysis codes and
preprocessor are written in C, which allows for the explicit
creation of the probe, patch, block, etc. data types. The ob-
ject data types are used throughout the analysis codes except
for the solution of the linearized equations.

The CFD analysis is performed on a structured Carte-
sian grid having control volume faces that are aligned with
the edges of the objects in the domain. The user specifies
tolerances on the largest acceptable size of the computa-
tional cells and the analysis codes separately construct their
own grids. After the analysis grid is created, the analysis
codes use the preprocessor-defined objects to specify mate-
rial properties, boundary conditions, and ultimately, to ex-
tract data for presentation to the user as output.

The discrete equations in both DA and 3D energy equa-
tion models are solved by line relaxation augmented with
one-dimensional block correction (Settari & Aziz, 1973;
Hutchinson & Raithby, 1986). Solution of the discrete en-
ergy equation is complicated by the large differences in ther-
mal conductivity for the materials occurring in electronic
cooling applications. Aluminum, for example, has a ther-
mal conductivity that is approximately 7000 times larger
than the thermal conductivity of air. This leads to large vari-
ations in the magnitudes for the coefficients of the discrete
equations, which in turn leads to large condition numbers
for the linear system of equations. Relaxation-based iter-
ative solvers converge slowly when the condition number
of the linear system is large. We have found that a sim-
ple, explicit block correction scheme (Kelkar, 1989) sig-
nificantly enhances convergence when used in addition to
one dimensional block correction and line relaxation. The
explicit block correction scheme involves making additive
corrections to regions of the domain with equal thermal con-
ductivity. This is easily implemented with the object-based
data-structures described in the preceding section.

Several extensions and improvements to the analysis
codes can be envisioned. These can be categorized into (1)
extensions to the modeling capabilities, (2) improvements
in computational efficiency, and (3) development of entirely
new modeling strategies.

In extending the modeling capabilities of the current

codes the first task is to complete the “device” object that
will be used to model electronic components. Another ob-
vious improvement is to extend the analysis solution of the
energy equation down into the circuit board itself. These
improvements involve straightforward modifications of the
current codes.

Current execution times are reasonable on workstation
class computers. The primary reason for the efficiency of
these methods is the mathematical simplifications built into
the DA model. For very complex models, further reduction
in execution times may be achieved by using more sophisti-
cated solution algorithms, e.g., multigrid, for the DA equa-
tions and preconditioned Krylov methods for solution of the
energy equation.

Perhaps the most significant enhancement to the current
codes will come through the development of new modeling
strategies. We have obtained interesting preliminary results
involving a two-and-one-half dimensional (2.5 D) model
as a replacement for the DA model. Should this approach
prove to be successful it will remove the need to use fully-
developed flow models for the bottom and lid shear stress,
and for the -direction variation of the velocity fields in the
3D energy equation model. The 2.5 D flow model also elim-
inates the spurious spikes in the pressure that occur for the
DA velocity field. Turbulence modeling is another area in
which improvements could have a significant impact on the
accuracy of the current codes. Finally, developing efficient
models for mixed convection flows would greatly expand
the applicability of these codes.

This paper summarizes a numerical modeling strategy
designed specifically for convectively cooled printed circuit
boards. The model is based on CFD, but several simplify-
ing assumptions have been introduced to make the analysis
more computationally efficient.
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tronic components.
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