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ABSTRACT

Eye blink is a quick action of closing and opening of the
eyelids. Eye blink detection has a wide range of applications
in human computer interaction and human vision health care
research. Existing approaches to eye blink detection often
cannot suit well resource-limited eye blink detection plat-
forms like Smart Glasses, which have limited energy supply
and typically cannot afford strong imaging and computational
capabilities. In this paper, we present an efficient and robust
eye blink detection method for Smart Glasses. Our method
first employs an eigen-eye approach to detect closing-eye in
individual video frames. Our method then learns eye blink
patterns based on the closing-eye detection results and detects
eye blinks using a Gradient Boosting method. Our method
further uses a non-maximum suppression algorithm to re-
move repeated detection of the same eye-blink action among
consecutive video frames. Experiments with our prototyped
smart glasses equipped with a low-power camera and an
embedded processor show an accurate detection result (with
more than 96% accuracy) on video frames of a small size of
16× 12 at 96 fps, which enables a number of applications in
health care, driving safety, and human computer interaction.

Index Terms— Eye blink detection, Smart glasses

1. INTRODUCTION

With recent advancements in micro-electromechanical sys-
tems, it is possible to integrate multi-modal sensors such as
camera and accelerometer into embedded platforms and into
user accessories like glasses. This paper focuses on Smart
Glasses that combine both hardware and software technolo-
gies to monitor and collect human vision activities for human
computer interaction and human vision health study applica-
tions. Smart Glasses have low computation power, limited
energy, memory, and bandwidth. Thus, the computer vision
algorithms for Smart Glasses must be efficient and be able to
work robustly with low-quality videos.

This paper works on the problem of eye blink detection
on Smart Glasses. Eye blink is a quick action of closing and
opening of the eyelids [1]. Blink detection is an important
enabling component in various domains such as human com-
puter interaction, health care, and driving safety. For exam-
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Fig. 1. Smart Glasses Camera Configuration.

ple, blink has been used as an input modality for people with
disabilities to interact with computers [2, 3]. Blinking pat-
terns (e.g., frequency and duration) are correlated to people’s
drowsiness and consciousness [4, 5]. Thus, blink detection
has been used to detect consciousness degradation and con-
centration of drivers [4]. Blinking patterns are also used in
modeling and animating eye blinks in film industry [6].

Most previous blink detection systems use a camera to
capture the face and then locate eye regions. Then, blinks can
be detected using various methods. In [2, 7], correlation score
with templates of opening eyes were used to detect blinks.
In [8], blinks are detected when pupils cannot be detected in
some successive frames. In [6, 9], a statistical active appear-
ance model was used to track and detect blinks. While these
methods achieve good blink detection results, they do not fit
well with the design of our Smart Glasses. Smart Glasses are
expected to last an extended period of time but have limited
power supply, which prevents us from using powerful imag-
ing, storage, communication, and computing units. In addi-
tion, Smart Glasses will be used under a wide range of illu-
mination conditions as shown in Fig. 2, which also makes ex-
isting blink detection methods unsuitable for Smart Glasses.

In this paper, we present an efficient and robust approach
to eye blink detection that suits low-power platform well, such
as Smart Glasses. As closing-eye is an important signature of
eye blink, our method first detects closing-eye in each video
frame using an eigen-eye approach. Our method then uses a
Gradient Boosting (GB) algorithm to learn the eye-blink pat-
terns based on the closing-eye detection results. Note, while
the learning steps in the eigen-eye approach and the GB-based
blink detection method are slow, they can be performed off-
line. We only need to run the detection steps online. Our



Fig. 2. Eye images captured by Smart Glasses in different lightingconditions. These images often have low quality and vary
greatly from one another, clearly showing the need for a robust eye blink detection method.

method finally employs a non-maximum suppression algo-
rithm to remove repeated detection of the same eye-blink ac-
tion among consecutive video frames. Our experiments show
that this eye blink detection algorithm can run in real time on
Smart Glasses and work robustly with low-resolution videos.

2. SMART GLASSES CAMERA CONFIGURATION

We have developed a prototype system for Smart Glasses us-
ing all low-budget Commercial Off-The-Shelf (COTS) com-
ponents, as illustrated in Fig. 1. The frame of Smart Glassesis
taken from a regular eyeglasses. We embed two cameras onto
Smart Glasses, one for each eye. Each camera points towards
the corresponding eye to capture eye activities. The camera
is located below the eye center and close to the bottom eye-
lid in order not to block a user’s eye sight. The cameras are
firmly connected to the eyeglasses to avoid vibration when the
user moves. For processing ability, we attach MK802, a mini
computer, to Smart Glasses. MK802 contains CPU Allwin-
ner A10 1.0GHz Cortex-A8 and has 512 MB ram. It supports
Android Ice Cream Sandwich (ICS) 4.0 and Linux Linaro op-
erating system. We use Linux Linaro in our current design.

3. BLINK DETECTION

In a video, we detect an eye blink if several consecutive
frames capture the quick motion of closing and opening the
eyelids. Detecting eye blink in real time from videos captured
by Smart Glasses is challenging. The video quality is low and
unstable. We show some sample frames in Fig. 2. Moreover,
the computational capability is poor. As eyes are open for
most of the time, closing-eye in a video frame is a strong in-
dication of a possible eye blink. We therefore develop an eye
blink detection approach that first detects closing-eye frames
and then detects eye blink. We adopt data-driven approaches
for both closing eye and blink detection. These approaches
first train a detector and then use it to detect event of interest.
While the training step is typically slow, it can be run off line.
The detecting step can be designed to run more efficiently.
In the following subsections, we first describe an eigen-eye
approach for detecting closing-eye video frames and then
describe a method for eye blink detection.

3.1. Close Eye Detection

Eigen analysis has been widely used in image and video anal-
ysis, such as face recognition [10]. We use eigen analysis

for close-eye detection. We first collect a training datasetthat
contains images with open eyes and close eyes. We then ap-
ply Principal Component Analysis to this training dataset and
obtain a set of basis images [11]. An eye image can then be
reconstructed as a linear combination of these basis images.
We use its coefficients as a feature vector to represent each
eye image. We then use Gradient Boosting (GB) to train a
close-eye/open-eye classifier using the training dataset [12].
For each frame, this classifier outputs the probability of this
frame containing a close eye. We define this probability as
close-eye score and use it as input to the next step of eye blink
detection. Fig. 3 shows an example of close-eye detection.

The performance of this eigen-eye approach can be com-
promised by the misalignment of eye images. Different users
can wear glasses differently, which makes the eye positions
different for different users. We solve this problem by a pre-
calibration step beforehand. Specifically, when a user starts
to wear the glasses, Smart Glasses can automatically detect
the eye position using the Haar Cascade classification method
from OpenCV1 and remind the user to adjust the wearing of
the glasses until the eye is roughly in the video center.

3.2. Blink Detection

An eye blink action consists of a small number of consecu-
tive frames that captures an open-close-open blink cycle. To
save energy, Smart Glasses captures videos at 10 fps. Our dis-
cussion with a Human Vision Research scientist shows that 6
consecutive frames can well capture a full eye blink cycle. We
therefore detect eye blink in a window of 6 frames.

We use a data-driven approach to capture the eye blink
patterns from the closing eye score obtained in the above step.
We collected a set of 6-frame video segments that contain eye
blink as the positive training dataset and a set of 6-frame video
segments that do not have eye blink as the negative training
dataset. For each video segment, we use the close-eye scores
for its frames as its feature vector. We then train an GB clas-
sifier to detect whether any given 6-frame segment contains
an eye blink action or not.

This blink detection method will sometimes lead to dupli-
cated detections of the same blink action when we slide the 6-
frame window in the captured video. That is, two neighboring
detection windows that overlap with each other significantly
will often both be detected as containing a blink although
they capture the same one. This makes the counting of eye
blink difficult. We use a non-maximum suppression method

1http://opencv.org/



9610 9620 9630 9640 9650 9660 9670 9680 9690 9700
0

0.2

0.4

0.6

0.8

1
C

lo
se

−
e

y
e

sc
o

re
   

 

Frame

Fig. 3. Close-eye detection.

to solve this problem. Specifically, our method looks ahead
a few frames and examines the probabilities of the consecu-
tive detection windows containing an eye blink. Our method
picks the detection window with the maximal probability and
nullifies the results of its neighboring detection windows.

4. EXPERIMENTS

We experimented with our blink detection algorithm on
videos captured by our Smart Glasses prototype system.
While Smart Glasses can capture videos with resolution
640×480, it is preferable that our blink detection method can
work well with smaller sizes due to the limited resource on
Smart Glasses. For our experiments, we captured640 × 480

videos and down-sampled them to three smaller video sizes,
64 × 48, 32 × 24 and 16 × 12. These videos were cap-
tured from 4 participants covering 3 different races in various
lighting environment when participants were using computer,
walking indoors and outdoors. Fig. 2 shows sample frames.

Our method uses PCA to extract features and uses Gra-
dient Boosting for close eye and blink detection. It is inter-
esting to test how these two technical components compare
to other alternatives. Therefore, we tested PCA and Inde-
pendent Component Analysis (ICA) [13] for the feature ex-
traction step and tested Support Vector Machine (SVM) [14],
Gradient Boosting (GB) and Gaussian Naive Bayes (GNB)
for the detection steps. So we have 6 different algorithm com-
binations in total.

We collected an eye-image set that contains 3861 images
with a close-eye as positive examples and 3861 images with
an open-eye as negative examples. We also collected a set of
6-frame video segments. 1419 of these video segments con-
tain an eye blink action and the other 1419 segments do not.
We then randomly allocated 75% of the dataset into a train-
ing set and the rest 25% into a testing set to evaluate different
combination of feature extraction and detection methods.

Table 1, 2, and 3 show the blink detection accuracy of
the 6 different methods on thee three different frame sizes
mentioned above. For each feature selection method, we also
vary the number of features. The speeds of these algorithms,
running on Smart Glasses, are reported in Table 4, 5, and 6.

Our experiment shows the performance of these methods
is pretty consistent with different image sizes. The speed of
each algorithm decreases when the image size or feature num-
ber increases. Overall, at frame size16 × 12, our methods,
which use either PCA or ICA to extract less than 30 features
and use the Gradient Boosting as the detection method, obtain
a good trade-off between accuracy and speed.

5. CONCLUSION

In this paper, we described a novel approach to eye blink de-
tection on resource-limited Smart Glasses, which have weak
power supply and cannot afford powerful imaging and com-
puting capacities. Our method uses data-driven approaches
and can work robustly with low-quality videos captured by
Smart Glasses. Our method can also run in real time on Smart
Glasses. Our method provides robust and real-time eye blink
detection for a range of applications of Smart Glasses in hu-
man computer interaction and human vision health care.
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