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Abstract

A variety of methods have been developed for visual saliency analysis. These methods often complement each other. This paper addresses the problem of aggregating various saliency analysis methods such that the aggregation result outperforms each individual one. We have two major observations. First, different methods perform differently in saliency analysis. Second, the performance of a saliency analysis method varies with individual images. Our idea is to use data-driven approaches to saliency aggregation that appropriately consider the performance gaps among individual methods and the performance dependence of each method on individual images. This paper discusses various data-driven approaches and finds that the image-dependent aggregation method works best. Specifically, our method uses a Conditional Random Field (CRF) framework for saliency aggregation that not only models the contribution from individual saliency map but also the interaction between neighboring pixels. To account for the dependence of aggregation on an individual image, our approach selects a subset of images similar to the input image from a training data set and trains the CRF aggregation model only using this subset instead of the whole training set. Our experiments on public saliency benchmarks show that our aggregation method outperforms each individual saliency method and is robust with the selection of aggregated methods.

1. Introduction

Visual saliency measures low-level stimuli to the human vision system that grabs a viewer’s attention in the early stage of visual processing [17]. It has been used in a wide range of computer vision, multimedia, and graphics applications, such as automatic object detection [16], image retrieval [23], video summarization [25], adaptive image compression [7], and content-aware image/video resizing [32].

There is a rich literature on image saliency analysis [1, 2, 4, 6, 8, 13, 15, 17, 20, 22, 24, 31, 35, 37, 38]. These methods design a variety of biologically plausible models or use data-driven approaches to compute a saliency map from an image. While these methods achieve good results statistically on public benchmarks, each of these methods has its own advantages and disadvantages. As shown in Figure 1, each method works well for some images (or some part of the image), but none of them can handle all the images. More interestingly, different saliency methods can often complement each other. Therefore, the aggregation of these saliency analysis results can likely outperform each individual one, as reported in a recent study [5]. Their study shows that the combination of a few best-performed saliency analysis methods using pre-defined functions, such as averaging, can improve each individual one.

In this paper, we present a data-driven approach to saliency aggregation. Our method combines saliency maps from various methods with diverged properties and large performance gaps. To effectively combine these saliency maps, our approach uses machine learning methods to learn an aggregation model that appropriately determines the contribution of each individual method. Specifically, we use a Conditional Random Field (CRF) framework [21] for
saliency aggregation that not only models the contribution from individual saliency map but also the interaction between neighboring pixels. It has been observed that the performance of each individual method varies over images. Therefore, saliency aggregation should be customized to each individual image. To account for the dependence of aggregation on individual image, our approach first selects from a training dataset a subset of similar images to the input image and trains the CRF aggregation model only using this subset instead of the whole training set.

Compared to standard aggregation methods that use predefined combination functions and treat each individual method equally, our data-driven method has the following advantages. First, our method considers the performance gaps among individual saliency analysis methods and better determines their contribution in aggregation. Second, our method considers that the performance of each individual saliency analysis method varies over images and is able to customize an appropriate aggregation model to each input image. As more and more saliency analysis methods have been developed recently, our research provides a way to best use the existing and forthcoming saliency methods and allows the possibility for pushing forward the state-of-the-art results in saliency analysis.

2. Saliency Aggregation

Our method starts from running a set of $m$ saliency analysis algorithms, $\{M_i\} | 1 \leq i \leq m$, on a given image $I$, and produces $m$ saliency maps, $\{S_i\} | 1 \leq i \leq m$, one for each algorithm. Each element $S_i(p)$ in a saliency map encodes the saliency value at pixel $p$. The saliency value in each map is normalized to $[0, 1]$. Our goal is to take these $m$ saliency maps as input and produce a final saliency map $S$. This section begins with the standard aggregation methods from previous work that use predefined combination functions and then elaborates our data-driven saliency aggregation approaches.

2.1. Standard Saliency Aggregation

To serve as our baseline method, we first apply the combination strategies from [5] to saliency aggregation. We then discuss their performance to motivate our data-driven aggregation approaches.

Given a set of $m$ saliency maps $\{S_i\} | 1 \leq i \leq m$ computed from an image $I$, the aggregated saliency value $S(p)$ at pixel $p$ of $I$ is modeled as the probability

$$S(p) = P(y_p = 1 | S_1(p), S_2(p), ..., S_m(p))$$

$$\propto \frac{1}{Z} \sum_{i=1}^{m} \zeta(S_i(p)), \quad (1)$$

where $S_i(p)$ represents the saliency value of pixel $p$ in the saliency map $S_i$, $y_p$ is a binary random variable taking the value 1 if $p$ is a salient pixel and 0 otherwise, and $Z$ is a constant. Following [5], we implemented three different options for the function $\zeta$ in Equation (1) including

$$\zeta_1(x) = x, \quad \zeta_2(x) = \exp(x), \quad \text{and} \quad \zeta_3(x) = \frac{-1}{\log(x)}. \quad (2)$$

We used these standard aggregation methods to combine a range of saliency analysis methods and tested them on two public saliency benchmarks FT [2] and SS [31]. Figure 2 (a) shows that when these methods are used to aggregate three best-performed methods, they can produce encouraging results. On the FT benchmark, the aggregation methods produce comparable results to the best individual method, and on the SS benchmark, they outperform each individual one. When the individual methods have large performance gaps, these standard aggregation methods produce less successful results, as shown in Figure 2 (b). The main reason is that they do not consider the performance difference among individual methods and treat them equally. Therefore, the low-performance individual methods compromise the aggregation result. This happens even when only the best-performed methods are aggregated.

2.2. Data-driven Saliency Aggregation

We observe that while various saliency analysis methods often complement each other, there are performance gaps among them. Moreover, the performance of each method varies over individual images. Therefore, saliency aggregation should be individual method-aware and individual image-aware. We design data-driven approaches to achieve such saliency aggregation.

2.2.1 Pixel-wise Aggregation

Our first method associates each pixel $p$ with a feature vector $x(p) = (S_1(p), S_2(p), \ldots, S_m(p))$, where $S_i(p)$ is the saliency value at $p$ in the saliency map $S_i$. We also assign a binary random variable $y_p$, which indicates whether the pixel is salient or not. It takes value 1 if $p$ is salient; otherwise 0. We compute the final saliency value $S(p)$ as the posterior probability $P(y_p = 1 | x(p))$. Specifically, we model $P(y_p = 1 | x(p))$ using the logistic model [6].

$$P(y_p = 1 | x(p); \lambda) = \sigma(\sum_{i=1..m} \lambda_i S_i(p) + \lambda_{m+1}) \quad (3)$$

where $\lambda = \{\lambda_i | i = 1..m+1\}$ is the set of model parameters which weigh the contribution of each individual saliency map. Here $\sigma(\cdot)$ denotes the sigmoid function

$$\sigma(z) = \frac{1}{1 + \exp(-z)} \quad (4)$$

The parameter $\lambda$ can be learned using a standard logistic regression technique on the training data. The learnt model
can then appropriately account for the performance gaps among individual saliency methods.

### 2.2.2 Aggregation using Conditional Random Field

One potential problem with estimating the saliency value for each pixel individually is its ignorance of the interaction between neighboring pixels. Our second method addresses this problem by modeling saliency estimation using binary Conditional Random Field (CRF) [21]. We use CRF to capture the relation between neighboring pixels. CRF was also used in the previous method by Liu et al. for saliency analysis [22]. Their method estimates saliency map directly using image features. In contrast, our method uses CRF to aggregate saliency analysis results from multiple methods.

We model each pixel as a node. Like the pixel-wise aggregation method, we associate each node with a saliency feature vector \( \mathbf{x}(p) = (S_1(p), S_2(p), \ldots, S_m(p)) \) and a binary random label \( y_p \), 1 for salient and 0 for non-salient. The saliency label of each pixel depends not only on its feature vector, but also the labels of neighboring pixels. The interactions within the pixels also depend on the features. We use a grid-shaped CRF to model the relationship between the label and feature and the feature-dependent relationship between the labels of neighboring pixels. We define the conditional distribution of labels \( Y = \{ y_p | p \in I \} \) on the features \( X = \{ x_p | p \in I \} \) as follows,

\[
P(Y|X; \theta) = \frac{1}{Z} \exp(\sum_{p \in I} f_d(x_p, y_p) + \sum_{p \in I} \sum_{q \in N_p} f_s(x_p, x_q, y_p, y_q)) \tag{5}
\]

where \( p \) is a pixel in image \( I \), \( x_p \) is its feature, and \( y_p \) is its saliency label. \( \theta \) is the CRF model parameters. \( f_d(x_p, y_p) \) is the feature function that defines the relationship between the feature and label. \( f_s(x_p, x_q, y_p, y_q) \) is another feature function that defines the feature-dependent relationship between the labels of neighboring pixels \( p \) and \( q \). \( N_p \) is the set of pixels that are directly connected to \( p \). We consider the 8-connection neighborhood here. \( Z \) is a constant.

We define the feature function \( f_d(x_p, y_p) \) based on only the input saliency maps \( S_i \).

\[
f_d(x_p, y_p) = \sum_{i=1}^{m} \lambda_i S_i(p)y_p + \lambda_{m+1}y_p \tag{6}
\]

where \( \{ \lambda_i \} \) is a subset of the CRF model parameters and \( S_i(p) \) is the saliency value at pixel \( p \) in the saliency map \( S_i \).

The feature function \( f_s(x_p, x_q, y_p, y_q) \) has two components to model the data-dependent relationship between the
labels of neighboring pixels.

\[
f_c(x_p, x_q, y_p, y_q) = f_c(x_p, x_q, y_p, y_q) + f_c(x_p, x_q, y_p, y_q)
\]  

(7)

The first component \(f_c(x_p, x_q, y_p, y_q)\) encodes the observation that if two pixels have different saliency values according to an individual saliency method, they are likely to have different saliency labels in the aggregation result. Particularly, if a pixel takes a high saliency value than its neighbor in an individual saliency map, it is also likely to take a more salient label after aggregation.

\[
f_c(x_p, x_q, y_p, y_q) = \sum_{i=1}^{m} \alpha_i (1(y_p = 1, y_q = 0) - 1(y_p = 0, y_q = 1))(S_i(p) - S_i(q))
\]  

(8)

where \(\alpha_i\) are CRF model parameters in this feature function. \(1(.)\) is an indicator function.

\[
f_c(x_p, x_q, y_p, y_q) \text{ follows the idea from [24] to incorporate the observation that neighboring pixels with similar colors should have similar saliency labels.}
\]  

(9)

where \(||I(p) - I(q)||\) is the color difference between pixel \(p\) and \(q\) in the RGB color space. \(\eta\) is set as \((2 < ||I(p) - I(q)||^2 >)^{-1}\), where \(<\cdot,\cdot>\) denotes the expectation operator. We follow the idea from [24] to assign a constant model parameter \(1\) for this feature function to penalize two neighboring pixels taking different labels if they are similar in color.

The CRF aggregation model parameters \(\Theta = \{\lambda, \alpha\}\) are optimized to maximize the likelihood on the training data. The saliency aggregation result for each pixel is the posterior probability of being labeled as salient, which is computed using a standard inference procedure according to the trained CRF aggregation model [21]. Our method uses the UGM toolkit from Mark Schmidt for both training and inferencing [http://www.di.ens.fr/~mschmidt/Software/UGM.html].

### 2.2.3 Image-Dependent Saliency Aggregation

The above CRF-based saliency aggregation model considers the performance gaps among individual methods and captures the interaction between neighboring pixels. It, however, does not consider the fact that the performance of a saliency analysis method varies over images. In practice, once the CRF aggregation model parameters are learnt, they are applied to all the new images consistently without considering the performance variation of a saliency analysis method on individual images.

We can further improve the above global saliency aggregation method. Our idea is to train an aggregation model for each individual image. Mathematically, we upgrade the aggregation model from \(P(Y|X; \theta)\) into \(P(Y|X; \theta(I))\) for each image \(I\). Here, \(\theta(I)\) indicates that the model parameters are customized to image \(I\). We train such an image-dependent saliency aggregation model based on the observation that a saliency analysis method has similar performances on similar images. Specifically, given an input image, our method first finds its \(k\) nearest neighbors in the training set and then trains a saliency aggregation model using these \(k\) images.

Our method uses the GIST descriptor to find similar images. The GIST descriptor has been shown effective in measuring image similarities in computer vision [34]. We compute the distance between two images using the \(L_2\) distance between their GIST descriptors, as suggested in [34]. Figure 3 shows a given image and its nearest neighbors in the SS benchmark. We can see that each individual method performs consistently on these images. For this set of images, the HC method performs the best and it contributes the most to the final aggregation result shown in Figure 3 (h). If we use the whole SS dataset to train the CRF model, the result is heavily affected by the GBVS and GC methods and is less successful, as shown in Figure 3(g).

### 3. Experiments

We experimented with our saliency aggregation approaches on two public image saliency benchmarks. The first one is the FT image saliency benchmark from [2]. This dataset contains 1000 images from [24] and includes a manually segmented saliency object mask for each image. The second dataset is the Stereo Saliency dataset (SS) from [31]. This dataset has 1000 stereoscopic images along with the manually segmented saliency masks. In our experiments, we extract all the left images from the stereoscopic images along with their saliency masks and use them in the same way as the FT dataset.

#### 3.1. Aggregation Performance

We first examine the overall performance of our aggregation approaches. For each image in the FT benchmark, we obtained ten saliency maps using saliency analysis methods, including IT [18], MZ [20], LC [46], GBVS [14], SR [15], AC [1], FT [2], HC [6], GC [6], and CA [12]. Specifically, the saliency maps for MZ and AC methods were downloaded together with the FT benchmark [3]. All the others were created using the recent versions of the author-provided implementations. For the SS benchmark, we created eight saliency maps using the same set of methods as the FT benchmark except MZ and AC as their implementations are not available.

We evaluated our methods in a leave-one-out way. Specifically, for each image in the dataset, we use our pixel-wise saliency aggregation approach (PW) described
Figure 3. Image-dependent saliency aggregation. Given an input image (a), our approach finds its $k$ nearest neighbors and uses these neighbors to customize a CRF aggregation model for this image. This customized CRF aggregation model produces a better aggregation result (h) than a generic CRF aggregation model (g).

in Section 2.2.1 to train the corresponding saliency aggregation model using the rest of the images in the dataset. The trained model is then used to produce the aggregation saliency map. We test our CRF-based aggregation approach described in Section 2.2.2 in the same way. For the image-dependent saliency aggregation method (CRF-GIST) in Section 2.2.3, our method first finds an image its $k = 50$ nearest neighbors in the rest of the dataset, and then uses these neighbors to train the CRF-based model. We show the precision-recall curves of these approaches on the FT and SS benchmarks in Figure 4(a) and (b), respectively.

Figure 4 shows that all of our three aggregation methods consistently outperform each individual saliency analysis method. Compared to the baseline aggregation results that are created using pre-defined aggregation functions shown in Figure 2, our data-driven approaches can appropriately
consider the performance gaps among individual methods and produce better aggregation results.

There are two categories of our aggregation approaches, pixel-wise aggregation (PW) and CRF-based aggregation (CRF and CRF-GIST). The former computes the saliency value for each pixel independently and the latter considers the interaction between the neighboring pixels. As salient pixels are often grouped together in an image, the CRF-based aggregation approaches perform better than the pixel-wise aggregation, as shown in Figure 4. Meanwhile, our pixel-wise aggregation method still consistently performs better than each individual method. One important reason is that some saliency analysis methods already consider the smoothness of saliency map. For example, the GC method computes saliency values for regions, instead of pixels.

Between our two CRF-based methods, the image-dependent aggregation method (CRF-GIST) performs better than the other (CRF). This confirms that the performance of each individual method varies over images and aggregation should be customized to each individual image. Some representative aggregation results are shown in Figure 5.

3.2. Robustness of Saliency Aggregation

We now examine how the individual saliency methods that are aggregated together affect our aggregation approaches. We performed the following tests. In our first test, we selected the three best-performed saliency methods and aggregated them together using our image-dependent CRF aggregation method. As shown in the first column of Figure 6, our approach produces significantly better results using all the individual methods than the three best-performed ones on the FT dataset and at least comparable results on the SS dataset. In our second test, at each time we removed one individual method from the set of methods that were aggregated together. We find that using all the individual methods will at least not hurt the final aggregation result, as shown in the second column of Figure 6. In fact, removing some individual method will downgrade the aggregation result. These two tests show the capability of our aggregation approach in making the best use of individual saliency analysis methods.

To further examine the robustness of our approach, we add a random map as one of the basic saliency maps used in aggregation. This “faked” saliency detector randomly assigns each pixel a saliency value in the range [0, 1] according to a uniform distribution. We find that our aggregation results with/without this random saliency map are almost the same, as shown in the last column of Figure 6. This demonstrates that our method is robust against such a noisy “contributor”.

3.3. Discussions

Our experiments show that saliency aggregation can consistently improve the performance of each individual saliency analysis method. However, there is a limit of improvement. Because aggregation is based solely on the saliency maps from individual methods, when all the individual methods fail to identify a salient region in an image, saliency aggregation will usually fail too. On the other hand, our aggregation result can benefit from the progress of the research on individual saliency analysis methods.

Our image-dependent saliency aggregation method currently uses the GIST descriptor to find similar images to an input one. Its performance will sometimes be affected if the GIST method does not find similar images. This problem can be addressed by incorporating better image similarity measurements.

As our method requires results from all the individual methods, it is slower than each individual one. Besides, our aggregation method (CRF-GIST), including the CRF model training and inference steps, takes about 40 seconds on a desktop machine with an i7 3.40 GHz CPU for k=50.

4. Conclusion

In this paper, we presented data-driven approaches to saliency aggregation that integrate saliency analysis results from multiple individual saliency analysis methods. We designed and discussed three saliency aggregation approaches. All our approaches can consistently perform bet-
inter than each individual saliency method. Among these methods, our image-dependent CRF-based approach that considers the interaction among pixels, the performance gaps among individual saliency analysis methods, and the dependent of saliency analysis on individual image, works the best. Our work provides a robust way to combine individual saliency analysis methods into a more powerful one.
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