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Abstract

Keystone distortion is a long-standing problem in stereoscopic cinematography. Keystone distortion occurs when a stereoscopic camera toes in to achieve a desirable disparity distribution. One particular problem from keystone distortion is vertical disparity, which often compromises stereoscopic 3D viewing experience. Keystone distortion can be corrected by applying a proper homography; however, this damages the desirable disparity distribution. This paper presents an approach to keystone correction for stereoscopic cinematography that both corrects keystone distortion and preserves the original disparity distribution. Our method formulates keystone correction as a spatially-varying warping problem. Our method eliminates the vertical disparities and preserves the original horizontal disparities by encoding them as data terms in the warping problem. The energy terms are designed to be quadratic and thus the keystone correction problem can be quickly solved using a sparse linear solver. Our experiment shows that our method can effectively solve the keystone problem while preserving desirable horizontal disparities.

1. Introduction

Stereoscopic images and videos provide an immersive viewing experience by invoking stereo depth cues. They used to require special equipment to capture and display and therefore were mostly created by professionals. In recent years, the increasing availability of stereoscopic cameras and displays make it easy for consumers to capture stereoscopic content. There arises a problem that stereoscopic content, when captured poorly, may even pose a health risk on a viewer. Vision researchers and professional cinematographers have warned about the “3D fatigue” problem in viewing poorly captured stereoscopic images and videos.

A unique challenge in capturing and editing stereoscopic content is disparity adjustment between the left and right view. Professional film-makers often slightly adjust the camera baseline and toe-in the cameras to achieve an optimal disparity distribution. In this way, “vergence-accommodation conflicts” can be minimized and “window violations” are avoided. Typically, the disparity in the region of attention is small to relieve audiences’ eyestrain. All these take sophisticated equipment, great effort, and experience. In contrast, the disparity distribution in an amateur video is not as optimal. Some consumer stereoscopic camcorders, even do not provide online manual disparity control during shooting a video.

There are two popular ways for disparity adjustment in the practice of stereoscopic cinematography, namely horizontal image translation (HIT) and camera toe-in [1]. HIT horizontally shifts the left and right images. It has the advantage that no undesirable vertical disparity will be introduced but is often insufficient to produce an optimal disparity distribution [10] and sometimes is limited by practical considerations [1]. In contrast, camera toe-in, sometimes combined with baseline adjustment, provides a more flexible approach to disparity adjustment. However, camera toe-in, as shown in Figure 1, causes keystone distortion, particularly vertical disparities, which often compromise the 3D viewing experience.

Keystone distortion can be corrected by applying a proper homography to each view of a stereoscopic image or video [14]. However, this will cancel the toe-in effect and damage the desirable disparity distribution. In this paper, we present a keystone correction method that both eliminates the undesirable vertical disparities and preserves the desirable (horizontal) disparities at the same time. We first estimate feature correspondences between the left and right view of a stereoscopic image/video. We then eliminate the vertical disparity between each pair of feature points by assigning the average vertical coordinate to both points. Meanwhile, we keep the horizontal disparities unchanged. As there is no global image warping that can simultaneously meet these two goals, we resort to a spatially-varying warping method [8, 10, 15]. Specifically, we divide each input image into a uniform grid mesh and formulate the image warping as a mesh warping problem. We encode these position constraints as data terms. The energy terms are care-
fully defined to be quadratic. The warping problem is thus quadratic and is solved using a standard linear solver.

The main contribution of this paper is a novel approach to keystone correction that both eliminates the vertical disparities and preserves the desirable horizontal disparities. In this paper, we show how this method can be used to correct keystone distortion for filmed stereoscopic images or to support disparity editing by changing the stereo camera settings.

The rest of this paper is organized as follows. We first briefly overview related work on keystone correction in Section 2. We then describe our method in Section 3. We discuss the evaluation of our method in Section 4 and conclude the paper in the last section.

2. Related Work

Keystone is a classic problem in computer vision and graphics. In the research on projectors, keystone is known as the distortion that occurs when an image is projected onto a surface that is not perfectly perpendicular to the optical axis of a projector. This keystone distortion can be corrected by finding and applying an optimal homography that accounts for the 3D rotation of the lens [2, 11–14, 19, 24]. Keystone correction has been a common feature available in most modern projectors.

In stereoscopic cinematography, keystone occurs when a stereoscopic camera is not perfectly rectified. Specifically, the optical axes of the left and right camera are not parallel to each other, as shown in Figure 1 (a). One particular problem with keystone distortion is vertical disparities, which often cause “3D fatigue” [17]. Keystone limits the capability of stereoscopic film-makers in adjusting the toe-in angle to achieve a desirable disparity distribution. Keystone has been addressed in some stereoscopic photo and video editing software. For example, StereoPhoto Maker[1] adopts the keystone correction methods designed for projectors. These methods, however, correct keystone distortion by canceling the toe-in effect totally, including undoing the desirable (horizontal) disparity distribution. Nuke[2], together with its plug-in Ocula[3], corrects vertical disparities by a range of 2D full-frame transformations and a vertical skew transformation (Since these algorithms are proprietary, it is unclear by reading the manuals whether the skew transformation is local or global). This paper describes the first approach to keystone correction that preserves the desirable disparity distribution and eliminates vertical disparities simultaneously.

Our method applies spatially-varying warping to keystone correction. Spatially-varying warping has been applied to a variety of computer graphics and vision applications, such as shape manipulation [8], multimedia retargeting [4, 26], video stabilization [15], and disparity editing [10]. We use this method to solve the keystone distortion problem, which has been a long-standing problem in stereoscopic photography and cinematography.

3. Keystone Correction

In a perfectly rectified stereoscopic camera, the optical axes of its left camera and right camera are parallel to each other and perpendicular to the baseline. In practice, stereoscopic cinematographers, sometimes with the help of a software system [7, 9, 27], toe-in the cameras to adjust the disparity distribution for a pleasant stereoscopic viewing experience. Camera toe-in, however, leads to keystone distortion. One particular problem with keystone distortion is vertical disparities. The challenge is how to eliminate the prob-

\[1\text{http://stereo.jpn.org/eng/stphmkr/}
\[2\text{http://www.thefoundry.co.uk/products/nuke/}
\[3\text{http://www.thefoundry.co.uk/products/ocula/}

Figure 1. Stereoscopic camera and keystone distortion. When a 3D scene point $P$ is projected onto the left and right camera, its left and right $x$-coordinate are different. Their difference $x' - x''$ is referred to as (horizontal) disparity. A stereoscopic camera system has two important parameters. The first is the baseline between the two camera optical centers and the second is the toe-in angle $\theta$. Camera toe-in, sometimes combined with baseline adjustment, can be used to achieve a good disparity distribution. However, camera toe-in leads to keystone effect (c). The resulting vertical disparities are particularly problematic.
method (c.f. [4, 8, 10, 15, 26]). Our approach to keystone correction consists of three steps.

1. Feature correspondence estimation. We estimate a set of sparse feature points between the left and right view of a stereoscopic image. Specifically, our method first estimates a set of matched SIFT feature points from the left image and right image [16]. For an image with size 800 × 450, we estimate about 500-1000 SIFT feature points. Then we use the epipolar geometrical constraint to rule out the outliers [5]. Figure 2 (a) shows an example of feature points and disparities.

2. Target feature position estimation. We compute for each feature point its output position. We keep the horizontal coordinate unchanged to preserve the desirable horizontal disparity distribution. We compute the average of the vertical coordinates of the pair of feature points and use it as the output vertical coordinate for both feature points. In this way, the vertical disparity is eliminated.

3. Image warping. We use the target feature positions to guide the warping of the left and right view of a stereoscopic image, as detailed below.

We apply a spatially-varying warping method to transform input images according to the output feature positions. Our method divides each input image into a m × n uniform grid mesh and reduces the image warping problem to a mesh warping problem. The unknowns are the coordinates of mesh vertices. Our method defines the mesh warping problem as a linear least squares problem that moves the feature points to the target positions and minimizes visual distortion. We now describe the energy terms.

**Data term.** Our method encourages each feature point \( p \) to be moved to its target position \( \hat{p} \). Because a feature point is not usually coincident with one of the mesh vertices, our method finds the mesh cell that \( p \) belongs to and represents \( p \) with a linear combination of the four vertices of the cell. The linear combination coefficients are computed using the inverse bilinear interpolation method [6]. Our method then defines the data term as follows.

\[
E_d = \sum_{p} \left( \sum w_j (\hat{v}_{i,j} - \hat{p}) \right)^2
\]

where \( \hat{v}_{i,j} \) are the vertices that enclose \( \hat{p} \), \( w_j \) is the bilinear coefficient, and \( \hat{p} \) is the target position of \( p \).

**Smoothness term.** To avoid geometric distortion, our method encourages to transform each mesh cell with a similarity transformation. A similarity transformation that maps \((x, y)\) to \((u, v)\) must satisfy the Cauchy–Riemann equations, namely \( \partial u / \partial x = \partial v / \partial y \) and \( \partial u / \partial y + \partial v / \partial x = 0 \). Our method uses finite difference to compute the partial derivatives and applies this constraint to each vertex \( \hat{v}_{i,j} = (u_{i,j}, v_{i,j}) \) in each cell and get the following smoothness energy term,

\[
E_s = \sum_{(u_{i,j}, v_{i,j})} \left( \begin{array}{c}
(u_{i+1,j} - u_{i,j} - v_{i,j+1} + v_{i,j})^2 \\
(u_{i,j+1} - u_{i,j} + v_{i+1,j} - v_{i,j})^2
\end{array} \right)
\]

We combine the above data term and smoothness term and obtain the following linear least squares problem:

\[
E = E_s + \lambda E_d,
\]

where \( \lambda \) is weight with a default value 10. We solve this energy minimization problem using a sparse linear solver. Figure 2 (b) and (c) show a warping result, where the vertical disparities from the key-stone distortion are eliminated.

### 3.1. Application: Camera-centric Disparity Editing

Besides correcting keystone distortion in filmed stereoscopic content, our method can also support disparity editing by changing the stereo camera settings. Disparity editing has been a hot topic recently. Wang and Sawchuk presented a framework for disparity editing that either directly works on the dense disparity map or assumes known camera parameters and applies image-based rendering methods...
Figure 3. Disparity editing. A user changes the toe-in angle to move the statue close to the screen. However, changing the toe-in angle introduces vertical disparities (b). Our method removes the vertical disparities by averaging the vertical positions between two images and applying a spatially-varying warping method to transform the input.

As disparity is only related to the relative pose between the left and right camera, we consider the world coordinate system whose origin is at the left camera center at each frame, as shown in Figure 1. The Y axis is coincident with the camera up vector and the Z axis is perpendicular to the plane formed by the Y axis and the baseline. Within this stereoscopic camera settings, our system to support disparity editing consists of three components.

1. We estimate the camera parameters of the right camera, namely the relative pose between the left and right camera and reconstruct a sparse set of 3D points at each video frame.

2. We obtain the new camera parameters according to the user-selected new baseline and toe-in angle and project the 3D points to the left and right image to compute the output feature positions.

3. We finally use the warping method described above to warp each video frame. This method does not require the knowledge of camera motion over time.

Relative camera pose estimation is a well studied topic in computer vision. Our method uses the 6-point algorithm to estimate both the focal length and the relative pose between two cameras [23]. Specifically, our method first estimates a set of matched SIFT feature points from the left image and right image. Then we use the RANSAC method to repeatedly select 6 matching feature pairs, estimate the relative pose using the 6-point algorithm, and obtain a robust relative pose estimation [3]. We finally reconstruct the 3D coordinates of the feature points by triangulation [5]. One potential problem with this method is temporal incoherence since the relative pose is estimated at each time independently. We assume that the relative pose in the input video remains constant. This is typically valid for consumer-level stereoscopic camcorders. We then run the RANSAC algorithm on the feature pairs of the whole video and estimate a common relative pose for all the frames at once.

With the relative camera pose, a user adjusts the baseline and toe-in angle. Our method then evenly distributes the change to the left and right camera parameters. Our system provides visual feedback by visualizing the disparities. When the toe-in angle is changed, undesirable vertical disparities are introduced, as shown in Figure 3 (b). We solve this problem by setting the vertical coordinate of each feature point as the average of its vertical coordinate in the left and right image. We then apply the spatially-varying warping method described above to transform each input video that follows the new feature positions.

To minimize 3D fatigue, stereoscopic cinematographer often tracks an object of interest and gives it a small disparity. We support this with a key-frame based camera parameter adjustment method. Specifically, our system allows a user to adjust the baseline and toe-in angle at key frames and then automatically propagates them to neighboring frames using spline interpolation.
4. Experiments

We show more examples in this section on keystone correction and disparity editing. All the stereoscopic images and videos are rendered in red-cyan anaglyph and better viewed electronically. Our method corrects keystone distortion in filmed stereoscopic images and videos automatically. Our system also allows a user to edit the disparity map by adjusting the stereoscopic camera settings. Specifically, the baseline can be used to adjust the disparity range and the toe-in angle can be used to change the location of an object with respect to the screen.

Given a stereoscopic photo shown in Figure 4 (a), a user can move the person or the train close to the screen by changing the toe-in angle. Toe-in angle change, however, causes the key-stone problem described in Section 3 and introduces vertical disparities, as shown in Figure 4 (c). Our results are free from the vertical disparities (d, e).

Our system supports disparity editing through adjusting the baseline and toe-in angle of the stereoscopic camera. Figure 5 (b) shows a result that assigns the biker near zero disparities to place him on the screen. It is created by changing the original toe-in angle by $2.1^\circ$. This result suffers from the window violation as the car door is in front of the screen but it is cut by the screen edge [17]. The window violation can be avoided by reducing the baseline to 0.6 of the original one to position the car door close to the screen, as shown in Figure 5 (c).

Figure 6 shows several frames of a video where a boat with passengers moving towards the camera. Our system allows a user to adjust the camera parameters at key frames and then use spline interpolation to propagate the camera parameters. As a result, the boat and its passengers are consistently placed near the screen (with small disparities).

Our algorithm for keystone correction does not require any camera parameter estimation or 3D reconstruction. The application of disparity editing needs this information. Our algorithm for estimating relative poses occasionally gives poor results on still stereoscopic images. It is particularly true for scenes where feature points are far compared to the baseline between the two cameras. This is a well-known limitation in computer vision. The estimated focal length is often over-exaggerated. This, however, will only downgrade our algorithm to uniform horizontal shift. Moreover, when our algorithm runs on a stereoscopic video, it usually does not suffer from this problem, because we effectively combine feature correspondences throughout the entire video. For all the videos we have tested, there are always matching points that are sufficiently close to the camera to yield good relative pose estimates.

Our method processes each frame independently. This usually does not introduce temporal incoherence as the feature point set remains similar at neighboring frames. Occasionally, when there is drastic camera or object motion,
Figure 5. Camera-oriented disparity editing. Our system supports disparity editing through adjusting the baseline and toe-in angle of the stereoscopic camera. (b) shows a result that places the biker on the screen by assigning the corresponding region near zero disparities. It is created by a virtual camera that changes the original toe-in angle by $2.1^\circ$ and keeps the original baseline. This result suffers from the window violation as the car door is in front of the screen but it is cut by the screen edge. (c) avoids the window violation by reducing the baseline to 0.6 of the original one to position the car door close to the screen.

Our method sometimes introduces slightly temporal incoherence. We expect that this problem can be alleviated in future by weighting feature points that last long more than those last shortly. The final results have to be cropped as the warping results have non-rectangular boundaries. This is a challenging problem given the state of the art in in-painting research.

Our method currently relies on sparse feature points to remove vertical disparities and edit horizontal disparities. When there is no feature point in a region, our method cannot exactly achieve a desirable disparity map. This problem can be addressed by using more correspondences other than feature points, such as line correspondences [22] and dense disparity maps [18, 20].

The computational cost of our method contains two parts: relative pose estimation and warping. Relative pose estimation is slow as both the sparse feature matching step and the actual relative pose estimation step are slow. However, our method only needs to perform it once as a preprocessing step. (Note, keystone correction alone does not require relative pose estimation and only requires feature matching). Video warping time depends on the number of vertices in each frame. In our implementation, the warping step achieves 10 fps in transforming a $64 \times 36$ mesh.

5. Conclusions

In this paper, we present an approach to keystone correction for stereoscopic images and videos. Our approach eliminates problematic vertical disparities and preserves desirable horizontal disparities simultaneously. We also show how this approach enables a system that allows a user to simulate stereoscopic photography and cinematography on filmed stereoscopic images and videos. This system supports a user to adjust the baseline and toe-in angle to achieve an optimal disparity map. This system only requires to estimate the relative pose between the left and right camera. We show that this system provides a convenient way for users to edit disparity maps.
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Figure 6. Video example. Left: input. Right: our results. In this example, the boat and its passengers are consistently placed near the screen. This result is created by adjusting the camera parameters at key frames.


