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Abstract. We present a new approach to the execution of functional
logic programs. Our approach relies on definitional trees for the deter-
ministic portions of a computation and on a graph transformation, called
pull-tab, for the non-deterministic portions. This transformation moves,
one level at a time, non-deterministic choices towards the root of the
graph representing the state of a computation. With respect to need-
based strategies for functional logic computations, our approach exe-
cutes only localized graph replacements, a property that characterizes it
as “pay as you go” and makes it suitable for parallel execution.

1 Introduction & Motivation

Non-deterministic programs are simpler to design and easier to reason about
than their deterministic counterparts [4]. These advantages do not come for
free. The burden unloaded from the programmer is placed on the execution
mechanism. Loosely speaking, all the alternatives of a non-deterministic choice
must be explored to some degree to ensure that no result of a computation is
lost. Doing this efficiently is a long-standing problem.

There are three main approaches to the execution of non-deterministic steps
in functional logic programs. This paper proposes a fourth approach with some
interesting characteristics missing from the other approaches. We begin by propos-
ing a simple example to present the existing approaches, to understand their
limitations, and to compare their differences. Below, is a short program that we
use as a running example. The syntax is Curry [10].

flip 0 = 1

flip 1 = 0

coin = 0 ? 1

(1)

We want to evaluate the expression



(flip x, flip x) where x = coin (2)

We recall that ‘?’ is a library function, called choice, that returns either of its
arguments, i.e., it is defined by the rules:

x ? _ = x

_ ? y = y
(3)

and that the where clause introduces a shared expression. Every occurrence of
x in (2) has the same value throughout the entire computation according to the
call-time choice semantics [13]. By contrast in (flip coin, flip coin) each
occurrence of coin is evaluated independently of the other. Fig. 1 highlights the
difference between these two expressions when they are represented as graphs.
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Fig. 1. Graph representations of (2) and (flip coin, flip coin).

We recall that a context is an expression with a distinguished symbol called
hole denoted ‘[ ]’. If C is a context, C[x] is the expression obtained by replacing
the hole in C with x. E.g., the expression in (2) can be written as t[coin], where
t is the context of coin. An expression rooted by a node labeled by the choice
symbol is referred to as a choice.

1.1 Previous approaches

Backtracking is the most traditional approach to non-deterministic computa-
tions in functional logic programming. Evaluating a choice in some context, say
C[u?v], consists in selecting either argument of the choice, e.g., u (the crite-
rion for selecting the argument is not relevant to our discussion), replacing the
choice with the selected argument, which gives C[u], and continuing the compu-
tation. In typical interpreters, if and when the computation of C[u] completes,
the result is consumed, e.g., printed, and the user is given the option to either
terminate the execution or compute C[v]. Referring to our running example,
t[0?1] results in the evaluation of t[0] followed by the evaluation of t[1]. Back-
tracking is well-understood and relatively simple to implement. It is employed in
successful languages such as Prolog [14] and in language implementations such
as PAKCS [11] and T OY [8]. The major objection to backtracking is its incom-
pleteness. If the computation of C[u] does not terminate, no result of C[v] is
ever obtained.

Copying (or cloning) fixes the inherent incompleteness of backtracking. Eval-
uating a choice in some context, say C[u?v], consists in evaluating simultaneously



(e.g., by interleaving steps) and independently C[u] and C[v]. In typical inter-
preters, if and when the computation of either completes, the result is consumed,
e.g., printed, and the user is given the option to either terminate the execution
or continue with the computation of the other. Referring to our running exam-
ple, t[0?1] results in the simultaneous and independent evaluations of t[0] and
t[1]. Copying is simpler than backtracking and it is used in some experimental
implementations of functional logic languages [5, 18]. A significant optimization
of copying consists in sharing (and thus computing only once) subexpressions of
the context that are not on the spine of the choice (the path from the root to
the choice). The major objection to copying is the significant investment of time
and memory made when a non-deterministic step is executed. In well-designed
programs, most alternatives of a choice fail to produce any result, hence portions
of the copied context may never be used. For a contrived example, notice that
in 1+(2+(. . .+(n ‘div‘ coin). . .)) an arbitrarily large context is copied when
the choice is evaluated, but this context is almost immediately discarded.

Bubbling is an approach proposed to avoid the drawbacks of backtracking and
copying [2, 15]. Bubbling is similar to copying, in that it copies a portion of the
context of a choice to concurrently compute all its alternatives, but this portion
of copied context is typically smaller than the entire context. We recall that in
a rooted graph g, a node d is a dominator of a node n, proper when d 6= n, iff
every path from the root of g to n contains d. An expression C[u?v] can always
be seen as C1[C2[u?v]] in which the root of C2[ ] is a dominator of the choice. A
trivial case arises when C1[ ] = [ ] and C2[ ] = C[ ]. Evaluating a choice in some
context, say C[u?v], distinguishes whether or not C is empty. If C is the empty
context, u and v are evaluated simultaneously and independently, as in copying,
but there is no context to copy. Otherwise, the evaluation consists in finding C1

and C2 such that C[u?v] = C1[C2[u?v]] and the root of C2 is a proper dominator
of the choice, and evaluating C1[C2[u]?C2[v]]. If C1 is the empty context, then
bubbling is exactly as copying. Otherwise a smaller context, i.e., C2 instead of C,
is copied. Bubbling intends to reduce copying in the hope that some alternative
of a choice will quickly fail. Referring to our running example, t[0?1] bubbles to
the expression represented in the left-hand side of Fig. 2. Observe that the node
labeled (,) is the immediate proper dominator of the choice.
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Fig. 2. Graph representation of the state of the computation of (2) after a bubbling
(left side) and a pull-tab (right side) step.



Bubbling is more recent than the other approaches, it is not yet as well-
understood, and it still is the subject of active investigation [7]. An objection
to bubbling is the cost of finding a choice’s immediate dominator and the risk
of paying this cost repeatedly if no alternative of the choice fails. This cost en-
tails traversing a possibly-large portion of the choice’s context. Traversing the
context is more efficient than copying it, since copying requires node construc-
tion in addition to the traversal, but it is still unappealing, since the cost of a
non-deterministic step is not predictable and it may grow with the size of an
expression.

2 Pulling the Tab

A program is a graph rewriting system [9, 16]. An expression is a rooted graph
over the signature of the program. A computation is the repeated transfor-
mation of an expression by either a rewrite or a pull-tab step defined below.
Rewrite steps are computed with standard techniques [1]. Informally, a pull-
tab step moves a choice toward the root of an expression one level at a time.
As in a rewrite, a (sub)expression of an expression is replaced. Textually, a
(sub)expression of the form f(t1, . . . , a1?a2, . . . , tk), where f is not a choice, is
replaced by f(t1, . . . , a1, . . . , tk)?f(t1, . . . , a2, . . . , tk). For example, ((0+2) ? (1+
2)) ∗ 3 is the pull-tab of (0 ? 1) + 2 ∗ 3. If and when a choice reaches the root of
an expression, its alternatives have no context and are evaluated independently
of each other. The metaphor behind the name is to look at a path from the root
of an expression down to a choice as a zipper in which the choice is a pull tab.
As a choice is pulled up, the path opens into two strands, like a zipper, below
the pull tab. Pulling a choice above a predecessor copies the smallest amount of
context, i.e., the predecessor node only.

Unfortunately, the pull-tab transformation as sketched above may be un-
sound. Fig. 3 shows a state of the computation of (2) after some rewrite and
pull-tab steps. The superscript of some symbols may be ignored for the time
being. Without a corrective action, four results would be produced. In partic-
ular, the right argument of the left choice, i.e., (1,0), is not intended by the
semantics of current functional logic languages such as Curry [10] and T OY [8].

Unsoundness occurs when some choice has two predecessors, as in our running
example. The choice will be pulled up along two paths creating four strands that
eventually must be combined together. Some combinations will contain mutually
exclusive alternatives, or in other words subexpressions impossible to obtain with
the call-time choice semantics. In our running example, one such combination
mixes a 1 originating from the left alternative of the initial choice with a 0 from
the right alternative of the same choice. Avoiding expressions with mutually
exclusive alternatives suffices to recover the soundness of the pull-tab strategy.

To avoid impossible combinations of subexpressions, we track the history of
the non-deterministic steps of each expression. This history has been used in
other aspects of functional logic computations [3, 6] under the name of “finger-
print.” A node in a graph is decorated with information such as labeling and
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Fig. 3. States of the computation of (2) after both rewrite and pull-tab steps. Super-
scripts are fingerprints. α is the choice identifier of every node labeled by ?. A node
labeled by (,), the pair constructor, has fingerprint α1α2. The subgraph at this node
mixes the left and right arguments of a choice and consequently does not produce a
result.

successor functions. For defining the pull-tab strategy, we extend the decorations
of nodes. Let Ω be a denumerable set whose elements we call choice identifiers

and denote by Greek letters. A fingerprint is a finite subset of Ω × {1, 2} whose
pairs we denote by juxtaposition. A node of each graph of a computation is
decorated by a fingerprint and, if the node is labeled by the choice symbol, it is
also decorated by a choice identifier.

A rewrite step preserves these decorations and assigns an empty fingerprint
to any node introduced by the replacement and a fresh choice identifier if the
node is a choice. A pull-tab step involves two nodes, a choice c and one of its
predecessors p not labeled by a choice. Let α be the choice identifier of c and
f the fingerprint of p. Informally, the step “moves up” c creating a new node
c′ and “splits” the predecessor p creating two new nodes, say p1 and p2. In the
resulting expression, the choice identifier of c′ is again α and the fingerprints of
p1 and p2 are f ∪ {α1} and f ∪ {α2}, respectively.

If the fingerprint of a node n contains α1 and α2, for some choice identifier
α, the graph rooted by n is semantically impossible and should be eliminated.
Fig. 3 shows an example of such a node, where superscripts denote fingerprints.

3 Current Work

We are developing a virtual machine based on the pull-tab strategy. The machine,
about 1000 lines of commented Ruby [17] code, includes a rudimentary parser
for the command line interpreter and a sophisticated printer for development
purposes and the presentation of results. The machine executes multisteps [12]
that, depending on the functional logic program being executed, may contain
dozens or hundreds of elementary steps. Since both rewrite and pull-tab steps
are localized graph replacements, we expect to be able to execute the elementary
steps of a multistep in parallel with only a modest synchronization overhead.
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