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MPEG-7

Visual Standard for Content Description
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How Much Information?
• The world’s total yearly

production of print, film, 
optical, and magnetic content 
would require roughly 1.5 
billion GB  (1.5EB) of 
storage.

• This is equivalent to 250MB
per person for every man, 
woman, and child on earth.

How Much Information Report
http://www.sims.berkeley.edu/how-much-info
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Digital Information
• Increasingly, individuals produce their own 

content
• Of all information produced in the world

– 93% is stored in digital form
– HD in stand-alone PCs account for 55% of total storage 

shipped each year
• Over 80 billion photographs are taken annually

– >400 petabytes 
– > 80 million times storage required for text

*Peta = 1015
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Information: Individuals

ITEM AMOUNT TERABYTES*
Photos 80 billion images 410,000
Home Video 1.4 billion tapes 300,000
X-Rays 2 billion images 17,200
Hard disks 200 million installed 13,760

TOTAL 740,960
*Tera = 1012
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Information: Published
ITEM AMOUNT TERABYTES
Books 968,735 8
Newspapers 22,643 25
Journals 40,000 2
Magazines 80,000 10
Newsletters 40,000 0.2
Office Documents 7.5E9 195
Cinema 4,000 16
Music CDs 90,000 6
Data CDs 1,000 3
DVD-video 5,000 22
TOTAL 285
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Information: Film

ITEM UNITS DIGITAL TOTAL
CONVERSION PETABYTES

Photography 82E9 5Mb/photo 410

Motion Pictures    4,000 4Gb/movie 0.016

X-Rays 2.16E9 8Mb/radiograph                 17.2

ALL FILM TOTAL 427.216
*Peta = 1015
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MPEG Family of Standards
• MPEG-1(1992): for the storage and 

retrieval of moving pictures and audio on 
storage media. 

• MPEG-2 (1995): for digital television, 
the response for the satellite broadcasting 
and cable television industries in their 
transition from analog to digital formats.
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MPEG Family of Standards

MPEG-4 (1998 v.1, 1999 v.2)

• First real multimedia representation standard

• Encodes content as independent objects 

• Enables those objects to be manipulated 
individually or collectively on an audio visual 
scene

• Allows interactivity
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Extension in Purpose

• MPEG-1, -2, and -4
– Make content available

• MPEG-7
– Lets you find the content you need

• MPEG-21
– Describes “big picture” across wide range of 

networks and devices
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MPEG-7  ISO 15938

Scope of MPEGScope of MPEG--77

Description
consumption
Description

consumptionDescriptionDescriptionDescription
generation

Description
generation

Research and
future competition

A standard for describing features of multimedia content.
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MPEG-7 Will Not …

• Standardize the extraction of Audiovisual 
descriptions/features

• Specify the software programs that can use 
the descriptions
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MPEG-7  ISO 15938

Feature Search
Extraction Engine

MPEG-7
Description

standardization

MPEG-7 Scope:
Description Schemes (DSs)
Descriptors (Ds)
Language (DDL)

Search Engine:
Searching & filtering
Classification
Manipulation
Summarization Indexing

Feature Extraction:
Content analysis (D, DS)
Feature extraction (D, DS)
Annotation tools (DS)
Authoring (DS)
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Goals and Objectives

• Provide interoperability among systems and 
applications used in generation, management, 
distribution and consumption of audio-visual 
content descriptions.

• Help users or applications to identify, retrieve, or 
filter audiovisual information with descriptions of 
streamed or stored media.
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MPEG-7 Context

• Audiovisual information used to be 
consumed directly by human beings

• Increasingly created, exchanged, retrieved, 
re-used by computational systems

• Representations that allow some degree of 
interpretation of the information’s meaning 
can be accessed and processed by computer
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MPEG-7 Constituent 
Components

• ISO/IEC 15938-1 MPEG-7 Systems

• ISO/IEC 15938-2 MPEG-7 DDL (Description Definition Language)

• ISO/IEC 15938-3 MPEG-7 Visual

• ISO/IEC 15938-4 MPEG-7 Audio

• ISO/IEC 15938-5 MPEG-7 MDS (Multimedia Description Schemes)

• ISO/IEC 15938-6 MPEG-7 Reference Software

• ISO/IEC 15938-7 MPEG-7 Conformance
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MPEG-7 Data Applications
• Play a few notes on a keyboard and retrieve a list 

of musical pieces similar to the required tune, or 
images matching the notes in a certain way, e.g. in 
terms of emotions.

• Draw a few lines on a screen and find a set of 
images containing similar graphics, logos, 
ideograms,...

• Define objects, including color patches or textures 
and retrieve examples among which you select the 
interesting objects to compose your design.
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MPEG-7 Data Applications
• On a given set of multimedia objects, describe 

movements and relations between objects and so 
search for animations fulfilling the described 
temporal and spatial relations.

• Describe actions and get a list of scenarios 
containing such actions.

• Using an excerpt of Pavarotti’s voice, obtaining a 
list of Pavarotti’s records, video clips where 
Pavarotti is singing and photographic material 
portraying Pavarotti.
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Application Domains
• Digital Libraries

– Image catalog, musical dictionary, biomedical imaging

• Multimedia editing
– Media authoring, personal electronic news service

• Cultural Services
– History museums, art galleries

• Multimedia directory services
– Yellow pages, tourist geographical information services

• Broadcast media selection
– Radio channel, TV channel
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Agenda

• Introduction
• Scope of the Standard
• Development of the Standard
• Visual Descriptors
• Other Components of MPEG-7
• References
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Visual Descriptors
• Color Descriptors

– Color spaces
– Scalable color
– Color structure
– Dominant color
– Color layout

• Texture Descriptors
• Shape Descriptors
• Motion Descriptors for Video
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Visual Descriptors

Color Texture MotionShape

• Contour Shape

• Region Shape

• 2D/3D shape

• 3D shape

• Camera motion

• Motion Trajectory

• Parametric motion

• Motion Activity

• Texture Browsing

• Homogeneous texture

• Edge Histogram

1. Histogram

• Scalable Color

• Color Structure

• GOF/GOP

2. Dominant Color

3. Color Layout Face recognition
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MPEG-7 Terminology: 
Data

• Audio-visual information described using MPEG-
7 without regard to storage, coding, display, 
transmission, medium or technology

• Intended to be sufficiently broad to encompass 
graphics, still images, video, film, music, speech, 
sounds, text,  … 
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Data Examples

• MPEG-4 stream

• Video tape

• CD containing music

• Sound or speech

• Picture printed on paper

• Interactive multimedia installation on the web
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MPEG-7 Terminology: Feature

• Distinctive characteristic of data signifying 
something to someone

• Cannot be compared without meaningful 
feature representation (descriptor) and its 
instantiation (descriptor value)
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Feature Examples

• Color of an image

• Pitch of a speech segment

• Rhythm of an audio segment

• Camera motion in a video

• Style of a video

• Title of a movie

• Actors in a movie
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MPEG-7 Terminology: 
Descriptor (D)

• Representation of a Feature
• Defines syntax and semantics of the Feature 

representation
• Allows evaluation of corresponding feature by 

means of the Descriptor Value
• Several Descriptors may represent a single feature 

by addressing different relevant requirements
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MPEG-7 Terminology: 
Descriptor Value

• Instantiation of a Descriptor for a given data 

set, or subset of that data set

• Descriptor Values are combined using a 

Description Scheme to form a Description
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Color Descriptors
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Color Spaces

• MPEG-7 color spaces:
– RGB 
– HSV
– YCbCr
– Monochrome
– HMMD

• Constrained color spaces
– Scalable Color Descriptor uses HSV
– Color Structure Descriptor uses HMMD

YIQ/YUV: NTSC/PAL television
YCbCr: JPEG/MPEG, similar to YUV
/*Better compression with transformed spaces*/
/*Y alone for black and white*/
Y: luminance
C: chroma difference (color – luminance)



6

Fall 2005 Multimedia databases
31

Color Spaces
• The RGB color space

– Used in CRT monitors

• 256 values in each dimension
– Quantized into bins, say 4 bins for each dimension
– Each pixel defines a point in 64 dimensional space
– Aggregate over all points defines the color histogram
– Large set of algorithms for quantization (median cut)

• Distance metric
– Lp
– Quadratic form distance
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HSV color space

• Hue (H) = rotation
• Saturation (S) = purity
• Value (V) = brightness
• bijection with RGB
• quantizations ino bins

– 256 bins (16 H, 4 S, 4 V)
– 128 bins (8 H, 4 S, 4 V)
– 16 bins (4 H, 2 S, 2 V)
– and so on
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Color Quantization

http://www.cs.tau.ac.il/~dcor/Graphics/ cg-slides/color-quantization04.ppt
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Color Quantization
Common color resolution for high quality images is 

256 levels for each Red, Greed, Blue channels, or 
256 = 16777216 colors.

How can an image be displayed with fewer colors 
than it contains?

Select a subset of colors (the colormap or pallet) and 
map the rest of the colors to them.

3
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Color Quantization
With 8 bits per pixel and color look up table we 
can display at most 256 distinct colors at a time.

To do that we need to choose an appropriate set of
representative colors and map the image
into these colors
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Color Quantization

2 colors

256 colors

16 colors

4 colors
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Quantization phases
• Sample the original image for color statistics

• Select color map based on those statistics

• Map the colors to their representative in the color map

• Redraw the image, quantizing each pixel
Algorithm

Mapping…

Naïve Color Quantization

24 bit to 8 bit:

Retaining 3-3-2 most 
significant bits of the R,G 
and B components.
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Popularity
16 colors…
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Popularity
16 colors…

The reds are not that popular…
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Median Cut
R

G

B
Fall 2005 Multimedia databases

42

Median Cut
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Median Cut
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Median Cut
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Median Cut
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Median Cut

Color_quantization(Image, n){

For each pixel in Image with color C, map C in RGB space;

B = {RGB space};
While (n-- > 0) {

L = Heaviest (B);
Split L into L1 and L2;
Remove L from B, and add L1 and L2 instead;
}

For all boxes in B do
assign a representative (color centroid);

For each pixel in Image do
map to one of the representatives;

}

The median cut algorithm The median cut algorithm

Is this algorithm image dependent?

What is the Heaviest(B) box?
Several factors have to be weighed:

• The total number of image colors in the box.
• The total number of DIFFERENT image colors in the box.
• The physical size of the box.

Which representative should be chosen for a given color?

• The representative of the box containing the color.
• The closest representative under some metric.

Other clustering algorithms are possible
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HMMD color space
• Hue-Max-Min-Diff

– Max = max(R,G,B), Min = min(R,G,B)
– Diff = Max-Min, Sum = (Max+Min)/2

• Similar to HSV
• Bijection with RGB
• Hue,Sum,Diff usually define the space
• Perceptually uniform
• Non-uniform quantization

– Five partitions of Diff define five subspaces
– Partition H and S into varying number of bins in each 

subspace
• E.g., for 128 bins, subspace 4 is partitioned into 8 H and 4 S bins.
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Scalable Color Descriptor
• A color histogram in HSV color space

– 16H, 4S, 4V defines 256 bins
• Nonlinear quantization of coefficient values to 4 bits

– More importance to small values
• Encoded by Haar Transform

– Obtain variable number of bins (16-256)
• L1 norm
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GoF/GoP Color Descriptor

• Extends Scalable Color Descriptor
• Generates the color histogram for a video 

segment or a group of pictures
• Calculation methods:

– Average
– Median
– Intersection
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Color Structure Descriptor
• Color distribution as well as the local spatial structure 

of colors
• Generate a histogram

– Scan the image by an 8x8 pixel block
– Count the number of times a color occurs during the scan

• 0/1 for each positioning

• Pixels of the same color lead to different counts based 
on the clustering.

• Generate a color histogram (HMMD color space)
• Main usages:

– Still image retrieval
– Natural images retrieval
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Dominant Color Descriptor
• Can use any of the color spaces
• Pixel color values clustered into a small number (at 

most eight) of representative colors
• It can be defined for each object, region, or the 

whole image
• Adapts to individual images
• F = {{ci, pi, vi}, s}

• ci : representative color
• pi : percentage
• vi : variance in the corresponding cluster 
• s : spatial coherency 

• Similarity measure similar to quadratic form
– Can also use the variance and coherence values
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Color Layout Descriptor
• Cluster the image into 64 (8x8) blocks
• Derive the average color of each block (YCrCb 

space) in each attribute
– Tiny 8 by 8 image icon 

• Apply DCT, zigzag scanning, and weighting
– 12 (6+3+3) coefficients recommended 

• 5-6 bits for each
• 64 bits total

– Very compact descriptor
• Efficient for

– Sketch-based image retrieval
– Content Filtering using image indexing
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Visual Descriptors
• Color Descriptors

– Color spaces
– Scalable color
– Color structure
– Dominant color
– Color layout

• Texture Descriptors
• Shape Descriptors
• Motion Descriptors for Video
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Texture Descriptors

• Homogenous Texture Descriptor
• Non-Homogenous Texture Descriptor 

(Edge Histogram)
• Texture browsing descriptor
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Homogenous Texture Descriptor

• Partitions the frequency domain into 30 channels (modeled 
by a 2D-Gabor function)

• Computes the energy and energy deviation for each 
channel

• Computes mean and standard variation of frequency 
coefficients

• F = {fDC, fSD, e1,…, e30, d1,…, d30}
– e: mean energy
– d: energy deviation

• An efficient implementation: 
– Radon transform followed by Fourier transform

• L1 distance for comparison
– Angular invariance may be needed during searches
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2D-Gabor Function

• It is a Gaussian 
weighted sinusoid 

• It is used to model 
individual channels

• Each channel filters a 
specific type of texture
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Radon Transform
• Transforms images with lines into a domain of possible 

line parameters
• Each line will be transformed to a peak point in the 

resulted image
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Non-Homogenous Texture 
Descriptor (Edge histograms)

• Represents the spatial distribution of five types of 
edges
– vertical, horizontal, 45°, 135°, and non-directional

• Divide the image into 16 (4x4) blocks
• Generate a 5-bin histogram for each block

– 80 dimensional feature vector
– 240 bits

• Local features combined with 1 global and 13 
(4+4+5) sets of semi-global edge-histogram bins 
for search.
– 150 dimensions

• Weighted L1 metric for comparison
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Texture browsing descriptor

• A vector of 5 values (v1, v2, v3, v4, v5) representing 
the perception of a feature
– v1 indicates the regularity of the texture (4 values)

– v2, v3 are two directions that best capture the direction of 
the texture (6 values)

– v4, v5 are two scales that best capture the coarseness of 
the texture (4 values)
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Visual Descriptors

• Color Descriptors
• Texture Descriptors

– Homogenenous
– Edge-histograms
– browsing

• Shape Descriptors
• Motion Descriptors for Video
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Shape Descriptors

• Region-based Descriptor
• Contour-based Shape Descriptor
• 2D/3D Shape Descriptor
• 3D Shape Descriptor
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Region-based vs. contour-
based descriptor

• Columns indicate contour similarity
– Outline of contours

• Rows indicate region similarity
– Distribution of pixels
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Region-based vs. contour-
based descriptor

• Region-based descriptor applicable to figures (a) – (e)
• Contour-based descriptor applicable to figures (g) – (l)
• Region-based descriptor

– Distinguishes (i) from (g) and (h)
– (j), (k), and (l) are similar

Fall 2005 Multimedia databases
66

Region-based Descriptor
• Expresses pixel distribution within a 2-D object region
• Employs a complex 2D-Angular Radial Transformation 

(ART)
– 35 fields each of 4 bits

• Rotational and scale invariance
• Robust to some non-rigid transformations
• L1 metric on transformed coefficients
• Advantages:

– Describes complex shapes with disconnected regions
– Robust to segmentation noise
– Small size
– Fast extraction and matching
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Contour-Based Descriptor
• It is based on Curvature Scale-Space representation
• This representation was found to be superior to 

– Zernike moments
– ART
– Fourier-based
– Turning angles
– Wavelets 

• Rotational and scale invariance
• Robust to some non-rigid transformations
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Curvature Scale-Space

• Computes the curvature at 
each contour point.

• Points with zero crossings of 
curvature are extracted at 
multiple levels of smoothing.
– No zero crossing for a convex 

shape

• A 2-d image (distance along 
the contour, amount of 
smoothing) defines the CSS 
image. 
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Contour-Based Descriptor
• The descriptor is formed using the CSS image 

– The number of peaks (6 bits)
– The eccentricity and circularity of the original contour (6 bits

each)
– The eccentricity and circularity of the final convex contour (6 

bits each)
– The magnitude of the highest peak (7 bits)
– The x and y positions of the remaining peaks relative to the 

(highest peak, previous peak) (9 bits per peak)

• Average size is 112 bits per contour
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Contour-Based Descriptor

• Applicable to (a)
• Distinguishes 

differences in (b)
• Finds similarities in 

(c) - (e)
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2D/3D Shape Descriptor

• A 3D object can be roughly described by 
snapshots from different angels

• Describes a 3D object by a number of 2D 
shape descriptors

• Similarity Matching: matching multiple 
pairs of 2D views
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3D Shape Descriptor

• Based on Shape spectrum
• An extension of Shape Index (A local 

measure of 3D Shape to 3D meshes)
• Captures information about local convexity
• Computes the histogram of the shape index 

over the whole 3D surface
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Visual Descriptors

• Color Descriptors
• Texture Descriptors
• Shape Descriptors

– Region-based Descriptor
– Contour-based Shape Descriptor
– 2D/3D Shape Descriptor
– 3D Shape Descriptor

• Motion Descriptors for Video
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Applications of motion descriptors

• Content-based querying and retrieval from 
video databases

• Video browsing
• Surveillance
• Video summarization
• Video repurposing
• Video hyperlinking
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Motion Descriptors

Video Segment

Camera Motion Motion activity

Moving Region

Trajectory

Parametric Motion
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Motion Activity
• Need to capture “pace” or Intensity of activity

– “High Action” chase scenes segments

– “Low Action” talking heads segments

• Use Gross Motion Characteristics 
– avoid object segmentation, tracking etc.

• 4 parts
– Intensity

– Spatial distribution

– Temporal distribution

– Direction 
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Intensity 

• Expresses “pace” or Intensity of Action

• Uses scale of   very low - low - medium -
high - very high

• Extracted by suitably quantizing variance of 
motion vector magnitude
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Spatial Distribution

• Captures the size and number of moving regions 
in the shot on a frame by frame basis

• Enables distinction between shots with one large 
region in the middle ( e.g.,talking heads) and shots 
with multiple small moving regions (e.g., aerial 
soccer shots)
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Temporal Distribution

• Expresses fraction of the duration of each level of 
activity in the total duration of the shot

• Extension of the intensity of motion activity to the 
temporal dimension

• A talking head, typically exclusively low activity, 
would have zero entries for all levels except one
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Direction

• Expresses dominant direction if definable as one 
of a set of eight equally spaced directions

• Extracted by using averages of angle (direction) of 
each motion vector

• Useful where there is strong directional motion
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Camera Motion Descriptor

• Describes the movement of a camera or a 
virtual view point

• Supports 7 camera operations

Track left

Track right

Boom up

Boom down

Dolly
backward

Dolly
forward Pan right

Pan left

Tilt up

Tilt downRoll
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Motion Trajectory
• Describes the movement of one representative point of a 

specific region
• A set of key-points (x, y, z, t) 
• A set of interpolation functions describing the path
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Parametric Motion

• Characterizes the evolution of regions over 
time

• Uses 2D geometric transforms
• Example:

– Rotation/Scaling: 
• Dx(x,y) = a + bx + cy
• Dy(x,y) = d – cx + by
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Visual Descriptors

• Color Descriptors
• Texture Descriptors
• Shape Descriptors
• Motion Descriptors for Video

– Motion activity
– Camera motion
– Motion trajectory 
– Parametric motion
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Quantitative evaluation of descriptors
• Consider a query q with ground-truth size NG(q).

– NG(q) usually varies between 3 and 32.
• Rank(g) = rank of ground-truth g as returned by the query.
• K(q) defines the bound on relevant ranks.

– Retrieval with rank larger than K(q) is a miss.
• f(g) = Rank(g)       if Rank(g) ≤ K(q)

1.25*K(q)   otherwise
• Average Rank of q = AVR(q) = (1/NG(q)) * ∑ f(g)
• Modified Retrieval Rank of q = MRR(q) = AVR(q) –

0.5*[1+NG(q)]
• Normalized MRR of q = NMRR(q) = MRR(q)/[1.25*K(q) –

0.5*(1+NG(q))]
• Average Normalized Retrieval Rate = AVNRR = NMRR(q)

averaged over all queries.
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MPEG-7 Constituent 
Components

• ISO/IEC 15938-1 MPEG-7 Systems
• ISO/IEC 15938-2 MPEG-7 DDL (Description Definition Language)

• ISO/IEC 15938-3 MPEG-7 Visual
• ISO/IEC 15938-4 MPEG-7 Audio
• ISO/IEC 15938-5 MPEG-7 MDS (Multimedia Description Schemes)

• ISO/IEC 15938-6 MPEG-7 Reference Software
• ISO/IEC 15938-7 MPEG-7 Conformance
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MPEG-7 System

• Specifies functionalities such as preparation 
of MPEG-7 Descriptions
– Efficient transport and storage
– Synchronization of content and description
– Development of conformant decoders
– Specification of a terminal architecture
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MPEG-7 Terminal
• Obtains MPEG-7 data from transport
• Extracts elementary streams from delivery layer

– Undo transport/storage specific framing/multiplexing
– Retain synchronization timing

• Forwards elementary streams of individual access 
units to compression layer

• Decodes
– Schema streams describing data structure
– Full or partial content description streams

• Generates user requested multimedia streams
• Feeds back via delivery layer for 

transmission/storage
Fall 2005 Multimedia databases
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MPEG-7 Terminal
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Description Definition Language 
(DDL)

• Language that enables creation of new 
Description Schemes and Descriptors

• Enables extension and modification of 
existing Description Schemes

• Expresses relations, object orientation, 
composition, partial instantiation
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DDL Components

• XML Schema structural components
– Namespaces and schema wrapper

– Element declaration

– Attribute declaration

– Type definitions, etc.

• XML Schema data types 
– Primitive, derived, list, union, ..

• MPEG-7 specific extensions
– Matrices, arrays, ..

Fall 2005 Multimedia databases
93

An example
• A Simplified Example:
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Challenge

• Indexing of MPEG-7 documents expressed 
as XML documents
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MPEG-7 Audio

• Comprises 5 technologies:
– Audio description framework (17 low-level descriptors)
– High-Level Audio Description Tools (Ds & DSs)

• Instrumental timbre description tools
• Sound recognition tools
• Spoken content description tools
• Melody description tools (facilitate query-by-humming) 
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Description Scheme

• Specifies structure and semantics of 
relationships between its components

• Components may be both Descriptors and 
Description Schemes
– A Descriptor contains only basic data types, provided by 

the Description Definition Language

– A Descriptor does not refer to another Descriptor
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Multimedia Description Schemes

• Specific metadata structures 
• Describe & annotate audio-visual concepts
• Contain MPEG-7 Descriptors or other DSs

 

Basic 
datatypes 

Links & media 
localization 

Basic 
Tools 

Models 

Basic elements 

Navigation & 
Access 

Content management 
 

Content description 

Collections 

Summaries 

Variations 

Content organization 

Creation & 
Production 

Media Usage 

Semantic 
aspects 

Structural 
aspects 

User 
interaction 

User 
Preferences 

Schema  
Tools 

User 
History Views Views 
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Description Scheme Example

• Movie, temporally structured as scenes and 
shots
– Including textual descriptors at the scene level
– Including color, motion and audio descriptors at 

the shot level
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Reference Software: the XM

• XM implements
– MPEG-7 Descriptors (Ds) 
– MPEG-7 Description Schemes (DSs)
– Coding Schemes
– DDL
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MPEG-7 Conformance

• Includes the guidelines and procedures for 
testing conformance of MPEG-7 
implementations 
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