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1. Introduction

In the last few years, the growing complexity of algorithms in every area of electronics and the accelerated shrinking of integrated circuits have begun to change the scenario on which hardware and IC designers devise their implementations. At that pace, with the current and still coming complexity level, and with a non-declining consumer market asking for cheaper but also more sophisticated products, designers and companies cannot afford to develop any design from scratch. It is at this point that reusability and specifically designing at the “macro” level gain great importance. 

Intellectual Property (IP) cores, “macro” structures with specific functions devised to flexibly be adapted in not one but several applications, achieve their momentum when companies fight to position their products faster, competitively and at lower prices in the highly demanding markets of today. In this sense, a study reported in [1] shows that by 2001 the average number of IP cores in a System on Chip (SoC) was about 20, while by 2003, the average jumped to almost 100 (see Figure 1). Similarly, a study done by ITRS [2] shows that by the end of the present year the amount of IP cores in a chip will achieve the 70% of the total area, and given that trend by 2012 it will achieve a high 90%. As it was stated in [2], we now are moving from designs denominated “sea of gates” to “sea of macros”.

Consequently, under this new perspective, it appears new challenges. What are the IP core options in the market? What is the best and/or right IP core for a given design? How can I assure in advance the compatibility between an IP core and my design, or even harder, between IP cores from different vendors?

In the present paper, we try to discuss these topics and give some insights to this problematic.

In this sense, this work is organized as follows. First, we will introduce and classify IP Cores in section 2. In Section 3, we will describe and discuss the most important efforts of IP standardization. In the next section, the most representative and used buses/interfaces for IP integration will be described. In Section 5, we will summarize some alternatives in the market, especially focusing in Altera and Xilinx IP Cores. Finally, in Section 6 we will present an example of IP implementation using Altera software Quartus II.
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Figure 1: Number of IP cores in SoC designs

(extracted from [2]).

2. IP Core Classification

Depending on to which level an IP core has been developed and delivered, it can be classified as Hard core or Soft core:

Soft core: delivered as RTL code or hardware description language such as VHDL or Verilog. Usually, the IP core is completely specified in a behavioural sense but still needs to be synthesized, placed and routed. In consequence, the timing is not completely defined and to adapt this core in a given design involves greater effort. On the other hand, this flexibility allows technology independence and further improvement or modification by the IP consumer or integrator.   

Hard core: delivered as a final design file such as FPGA Bitstream, or GDSII in the case of IC layout. The core is already fully designed, placed and routed and, in such sense, it gives totally assurance of the timing, but on the other hand, it does not permit further modifications and is technology dependent.

A comparative summary of each kind of IP core is presented in Table 1.

	Criteria             
	 Classification
	Hard core
	Soft core

	Structure
	Pre-defined organization.
	Behavioural source code, technology independent.

	Modelling
	Modeled as a library component.
	Synthesizable with several technologies.

	Flexibility
	Cannot be modified by the designer.
	Can be modified by the designer.

	Timing closure
	Timing ensured.
	Timing not guaranteed.

	IP protection
	Strong. Usually corresponds to a layout.
	Weak. Source code.

	Example
	FPGA Bitstream. CIF or GDS II file for IC layout.
	VHDL, Verilog.


Table 1: IP Core Classification (partially extracted from [2]).

3. IP Core Selection: Standards
With the explosion in IP core offers by third party companies in the market, the crucial question now appears not surprisingly complex: how can I select the right IP core for my design? 

Given the complexity level of most cores and the fast-paced circumstances at which most companies have to deal to achieve profits, the possibilities of finding IP cores with poor quality are not too small. Even well established companies are not free of bugs in their IP cores. For instance, as it was reported in [3], Synopsis adopted design-checking techniques to evaluate its own IP core libraries, and found surprising results. “We found an average of 20 to 30 bugs in each core. Of those, 15% were serious and with no workarounds” [13].

To solve these issues, many IP customers and integrators have adopted their own checking techniques before buying a new IP. However, this can result expensive and potentially delay the final product. For that reason, special procedures and guidelines were necessary to standardize the evaluation of IP cores. In such direction, the most important role has been assumed by Virtual Socket Interface Alliance (VSIA), an open organization focused in developing standards for SoC, IP cores and reuse in SoC designs [3]. Recently, this organization released the second version of the Quality IP (QIP) Metric, a tool intended to assist IP providers and integrators in an objective evaluation of IP cores. This metric consists of a hierarchical evaluation under the next three criteria:

· Vendor Assessment: to evaluate general capabilities and methodologies of IP providers.

· IP Integration Assessment: to evaluate necessary elements such as documentation and deliverables to achieve a successful integration of the IP.

· IP Development Assessment: to evaluate important elements in the IP development such as verification and design details.

In addition to the VSIA effort to standardize the IP evaluation and qualification, several efforts have appeared in the industry to give an objective, platform-independent assessment. OpenMORE figures as one of the most well known tools in that direction.        

OpenMORE, developed in partnership by Synopsys and Mentor Graphics, is a web-based assessment program that assigns scores to IP cores based on their reusability level in SoC designs. The score is assigned depending on how much the IP core follows the guidelines and rules specified in the Reuse and Methodology Manual (RMM). This evaluation is based on the original Synopsys MORE program (the IP Catalyst Measure of Reuse Excellence) and the hard IP deliverables provided by VSIA.

With OpenMORE version 1.0, the evaluation began including the assessment of hard cores. It was possible because of the inclusion of guidelines for hard deliverables provided by VSIA.     

The OpenMORE worksheet, as stipulated in the RMM Manual, consists of about 150 rules and guidelines for soft cores and 100 rules and guidelines for hard cores. Rules are assigned five (05) points and guidelines, one (01). There are three categories in the grading process: Macro Design Guidelines, Verification Guidelines and Deliverable Guidelines.

To answer the questions in this worksheet, designers have 3 choices: A (Always), N (Never) and NA (Not Applicable). The latter is only applicable to conditional rules and guidelines depending on the design environment. 

Once the weighted score is computed in percentage values (%), a rating is assigned according to Table 2.
	Score S (%)
	Number of stars

	S < 60%
	No stars

	60 ≤ S < 75 
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	75 ≤ S < 87
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	87 ≤ S < 95
	
[image: image4.png]




	95 ≤ S
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Table 2: Assignment of stars according to the OpenMORE evaluation.
 In addition to VSIA, there are other organizations focused in defining common standards for IP cores and their integration in SoC designs. Among them, we can mention:
Open Core Protocol International Partnership (OCP-IP), which is a non-profit organization focused in promoting the Open Core Protocol (OCP) as the open and final standard to integrate IP cores in SoC designs [4]. It is endorsed by VSIA. On the other hand, there is a cost to have access to OCP specifications. 
The Structure for Packaging, Integrating and Re-using IP within Tool-flows (Spirit) Consortium [5], which is an organization focused in creating standards for IP integration. It has two main objectives: to create a standard for IP description and packaging, and create an IP tool integration API to link IP cores from different vendors.
On the other hand, we could mention individual, technology-dependent efforts to facilitate IP integrators and IP consumers with the task of choosing high-quality IPs:

Altera:

SOPC builder ready, awarded by Altera to Megafunctions that have successfully passed the Altera standards for integration with NIOS and NIOS II processors.

AMPP Approved Stamp, awarded by Altera to Megafunctions that have successfully passed the Altera testing methodology. It includes successful implementation and simulation using Altera and third-party tools, and approbation of documentation and deliverables included with the IP core.
Xilinx:

AllianceCore Qualification, awarded by Xilinx to IP cores that have successfully passed the Xilinx testing methodology. It includes successful implementation and simulation using Xilinx and third-party tools, and approbation of documentation and deliverables included with the IP core.
Lattice:

ISPLeverCore Approved, awarded by Lattice to IP cores that have successfully passed the Lattice testing methodology. It includes successful implementation and simulation using Lattice and third-party tools, and approbation of documentation and deliverables included with the IP core.
4. Standard buses for IP Cores
In the next lines we will describe the most important bus/interface standards used for integrating IP cores in SoC designs:

Wishbone: is an open bus/interface for IP cores in SoC designs. The specifications of this open source bus intended for easy integration of IP cores describe a logic interface with no electrical characteristics because it is intended for different description languages as VHDL, Verilog and SystemC. It can be defined as an 8, 16, 32 or 64-bit bus with lines synchronous with a single clock, and needs combinatorial slave responses for maximum performance. This bus permits the addition of a “tag bus” to describe the data. It is public domain and can be used in any application without any financial responsibility (extensively used at OpenCores [10], project that intends to promote open-source hardware design specifically of open cores on SoC design, ASICs and FPGAs).

AMBA (the Advanced Microcontroller Bus Architecture): introduced by ARM in 1996, is an open bus standard widely used for 32-bit embedded processors because is well documented and of public domain [11]. It supports 32, 64 or 128-bit data bus with 32-bit address bus, and is intended for core interconnection in SoC design. Its specification includes 3 buses: 
· Advanced High-performance Bus (AHB).

· Advanced System Bus (ASB).

· Advanced Peripheral Bus (APB).

Similarly to Wishbone, timing and voltage levels on the bus are not included in the specifications. Spirit has developed standard libraries to adopt AMBA as an standard bus in core integration in SoC designs.

CoreConnect: IBM standard bus intended for processor core connection and reuse with peripherals and memory components in a SoC design. This bus consists of the next elements [12]:

· The processor local bus (PLB), a high-bandwidth bus connected to high-efficient peripherals. 

· The on-chip peripheral bus (OPB), intended to reduce traffic on the PLB bus. It is connected to low-speed peripherals.

· A bus bridge. 
· The device control register (DCR) bus. 

	Feature 
	CoreConnect 32 
	CoreConnect 64 
	CoreConnect 128 

	PLB Width
	32-Bit 
	64-Bit 
	128-Bit 

	Max Frequency
	66 MHz 
	133 MHz 
	183 MHz * 

	Max Bandwidth
	264 MB/s 
	800 MB/s 
	2.9 GB/s * 

	* estimated


Table 3: Performance features of CoreConnect IBM bus standard 

(extracted from [12]).

5. IP Cores in the market

We will describe the most important alternatives in the market:

ALTERA:

Altera and Altera Megafunctions Partner Program (AMPP) provide a large set of IP cores called Altera MegaCore functions and AMPP Megafunctions, all available in the IP MegaStore website. 

To integrate these IP cores in a specific design, the user can launch the IP Toolbench from within Quartus II, and evaluate the integration of any core. With IP Toolbench, the designer has access to documentation, modelling and parameterization, simulation and instantiation of IP cores. 

To evaluate licensed IPs, Altera offers OpenCore Plus evaluation feature, which permits the simulation of IP cores in the targeted design and evaluate design features as size and speed. In addition, this tool generates time-limit programming files that allow downloading a design containing IP cores into a device to evaluate the hardware implementation before buying the IP license.

The Altera IP cores are divided into four categories:

Embedded processors ( in addition to NIOS and NIOS II processor cores (see Table 7), which are widely supported by SOPC Builder tool, Altera and AMPP provide with multiple processor core alternatives from 32-bit microprocessor architectures to 16, 8 and 4-bit microcontroller cores. 

Interfaces and Peripherals ( basically to assist in the development of customized SoC and embedded processor designs. The alternatives go from SRAM memories, interrupt controllers, UARTs, USB and I2C bus controllers to DMA controllers, PCI and PCI-X buses, Ethernet controllers, LCD and smart card interfaces, etc.  

Communications ( Altera provides a wide range of standard-based communication protocols and interfaces such as UTOPIA, HDLC, Bluetooth, FlexBus and many others. 

DSP ( basically supported by DSP Builder, these IP cores permit high performance implementations of DSP blocks. The DSP algorithms implemented as IP cores are (see Table 4):

Filtering and Modulation: FIR and IIR filters, Up-converter, Numerically Controlled Oscillators (NCO). 

Transforms: FFT, IFFT, DCT and DWT.
Error Correction: Reed-Solomon Encoder/Decoder, Viterbi Encoder/Decoder

Image and Video Processing: Color Space Converter, JPEG and JPEG2000 Encoder/Decoders.

Arithmetic: Floating Point Arithmetic units. 

XILINX:

Xilinx LogiCORE and AllianceCORE partners provide a large set of IP cores all available in the Xilinx IP Center Internet website. 

Basically, Xilinx offers similar alternatives in IP cores for several applications mainly in Interfaces and Peripherals, Audio, Image and Video Processing, Communications and Networking, and general DSP and Embedded Processors. In the case of Embedded Processors cores (Table 7), we should mention that Xilinx provides a wide range of processor IP core alternatives. Among them, it provides MicroBlaze, a 32-bit processor core, which is the analog to the Altera’s NIOS II processor. Additionally, the current most powerful of Xilinx devices intended for embedded solutions, the Virtex-4 FX, provides 1 or 2 built-in PowerPC cores.

In the case of IP DSP, Xilinx offers PDSP cores such as the TMS32025 DSP core (see Table 6).

	DSP core
	Category
	Vendor

	FIR Compiler 3.3.0
	Filtering
	Altera

	Digital Modulator
	Modulation/Demodulation
	AMPP partner

	Up Converter
	Modulation/Demodulation
	AMPP partner

	FFT/IFFT 2.2.0

	Transforms
	Altera

	2D DCT/IDCT
	Transforms
	AMPP partner

	2D DWT
	Transforms
	AMPP partner

	64-point FFT/IFFT
	Transforms
	AMPP partner

	DCT
	Transforms
	AMPP partner

	Correlation
	Correlation
	Altera

	Reed Solomon Compiler, Encoder 4.0.1
	Error Correction
	Altera

	Reed Solomon Compiler, Decoder 4.0.1
	Error Correction
	Altera

	Viterbi Compiler, High-Speed Parallel Decoder
	Error Correction
	Altera

	Viterbi Compiler, Low-Speed/Hybrid Serial Decoder
	Error Correction
	Altera

	Turbo Product Coder Decoder
	Error Correction
	AMPP partner

	Color Space Converter 2.3.0
	Video & Image Processing
	AMPP partner

	CCIR-656 Decoder
	Video & Image Processing
	AMPP partner

	CCIR-656 Encoder
	Video & Image Processing
	AMPP partner

	JPEG Encoder
	Video & Image Processing
	AMPP partner

	JPEG Decoder
	Video & Image Processing
	AMPP partner

	JPEG2000 Encoder
	Video & Image Processing
	AMPP partner

	JPEG2000 Decoder
	Video & Image Processing
	AMPP partner

	MPEG2 Decoder
	Video & Image Processing
	AMPP partner

	Complex Tuner
	Audio
	AMPP partner

	ADPCM Encoder/Decoder
	Audio
	AMPP partner

	Floating Point Arithmetic Unit
	Arithmetic
	AMPP partner

	Floating Point Pipelined Divider Unit
	Arithmetic
	AMPP partner

	NCO Compiler 2.3.0
	Signal Generation
	Altera

	Telephony Gain Generation
	Signal Generation
	AMPP partner

	Telephony Tone Generation
	Signal Generation
	AMPP partner

	Digital IF Receiver
	Others
	AMPP partner

	Digital PLL Synthesizer
	Others
	AMPP partner

	Dual Resampler 1Y and 4Y
	Others
	AMPP partner

	Accelerated Display Graphics Engine
	Others
	AMPP partner


Table 4: Altera and AMPP DSP Cores.
	DSP core
	Category
	Company

	Floating point unit
	Arithmetic
	OpenCores

	Hardware division units
	Arithmetic
	OpenCores

	Floating point multiplier unit
	Arithmetic
	OpenCores

	Integer multiplier unit
	Arithmetic
	OpenCores

	FFT
	Transforms
	OpenCores

	Radix-4 FFT
	Transforms
	OpenCores

	JPEG hardware compressor
	Video & Image Processing
	OpenCores

	IIR filter core
	Filtering
	OpenCores

	FIR filter core
	Filtering
	OpenCores

	Reed Solomon encoder
	Error Correction
	OpenCores

	LDPC decoder
	Error Correction
	OpenCores

	CRC generator/checker
	Error Correction
	OpenCores


Table 5: OpenCores’ free IP cores for DSP applications.
	DSP core
	Category
	Support
	Vendor

	16-bit RISC Digital Signal processor
	PDSP core
	Xilinx
	#1 IP-cores

	16-bit TMS320C25 DSP core
	PDSP core
	Altera, Xilinx
	Cast Inc.

	16-bit TMS32025 DSP core
	PDSP core
	Xilinx
	Cast Inc.

	DSP56002 24-bit DSP core
	PDSP core
	Xilinx
	Cast Inc.


Table 6: Example of PDSP soft cores.
	Soft processor core
	Architecture
	Category
	Interface
	Additional DSP features
	Vendor

	CoreMP7
	32-bit ARM-based RISC architecture
	processor core
	AMBA (AHB) bus interface
	--
	Actel

	NIOS II
	32-bit RISC architecture
	processor core
	AMBA (AHB) bus interface
	Hardware multiply, hardware divide and barrel shifter
	Altera

	NIOS
	16/32-bit RISC architecture
	processor core
	N/A
	--
	Altera

	MicroBlaze
	32-bit Risc architecture
	processor core
	CoreConnect (OPB) standard
	Hardware multiply, divide, barrel shifter, single-precision floating-point unit
	Xilinx

	PicoBlaze
	8-bit microcontroller
	processor core
	N/A
	--
	Xilinx


Table 7: Representative soft processor cores of main FPGA vendors.

	Hard processor core
	Architecture
	Category
	Interface
	Features
	Vendor

	ARM922T
	200MHz 32-bit RISC processor
	processor core
	AMBA (AHB) bus interface
	1 core integrated with APEX 20KE FPGA architecture: Excalibur family
	Altera

	IBM PowerPC 405
	450MHz 32-bit RISC processor
	processor core
	CoreConnect (OPB) standard
	1 or 2 cores in Virtex-4 and Virtex-II Pro
	Xilinx


Table 8: Hard processor cores offered by Altera and Xilinx.
6. IP Cores: an example with the FIR Filter Compiler
The next implementation example of a low-pass FIR filter using FIR Filter Compiler and Quartus II from Altera will be presented in the slide presentation:
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Figure 2: STEP 1: Parameterize.
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Figure 3: Coefficient generator
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Figure 4: Selected configuration.
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Figure 5: STEP2: set up Simulation
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Figure 6: STEP3: generation
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Figure 6: Instantiation and compilation report.
[image: image13.png]Master Time Bar 100ns «|»|painer 6ns Intrvak 96ns Stat: End
o [ 0bm @pw wpw pw Spw epw gw @pw  Wpw Twow Toom Tmon]
Name |13 T00ns
| ook Bo| | LT Ll 1L L Ll
d reset BO
| & dtain 0. {DODDADDD | DDDDADDT Y DBDDAOT Y DBDOADT ¥ DBDOBY 0 DBDUGY T 0ROy DBDU -y 0301 003 Y 0RO 07y 001 1y B0 |
| @ dataout B0 00000000000000000 )_GIINILE), IRINIS NI, o)
ked done. BO
ked ready_to_load | BO
) 3l [ >





Figure 7: Simulation results.
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